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Abstract

The explicit representation of mental states, such as belief, desire, intention,
etc., isa crucial issue for the design of multi-agent systems aimed at performing
complex tasks which require some form of global intelligent behavior. In
particular, methods for conflict resolution between competing mental processes
are a key factor in determining the dynamic behavior of an autonomous agent.
In this paper, a novel approach to model agent mental activity based on the
concept of active mental entity is proposed. Then, the general organization and
operation of a multi-agent architecture encompassing an explicit
representation of agent mental activity is introduced. In this context, the issue
of conflict resolution at the level of active mental entities is faced and suitable
conflict resolution methods are proposed. Finally, an application example
concerning a mail delivery robot is presented and discussed.

1. Introduction

The design of intdligent autonomous agents and the development of multi-agent
systems has recently received a greet ded of atention in the artificid intdligence
community. In fact, the redization of distributed systems whose behavior is obtained
by the cooperation of inteligent entities is congdered as a promising approach to
build advanced applicationsin severd fidds.

Theterm agent is used in various contexts with different meanings. However, a
recent research trend has focused attention on agents concelved as entities "which
appear to be the subject of beliefs, desires, etc.” [15]. In other words, attitudes such
as beliefs, intentions, obligations, desires, etc., are ascribed to agents, in order to
obtain an abdract tool "which provides us with a convenient and familiar way of
describing, explaining, and predicting the behavior of complex systems' [16]. Among



the theoretica works following this modeling perspective, Cohen and Levesgue [4]
have proposed a new gpproach to the problem of formadizing a theory of intention,
and Rao and Georgeff [13] have developed a logica framework for agents theory
based on the representation of agent mental states in terms of beliefs, desires and
intentions (BDI-theory). Some of the implementations inspired to these theories are
the Procedural Reasoning System (PRS) [8] and the Intelligent Resource-
Bounded Machine Architecture (IRMA) [3] dong with its experimental environment
Tileworld [12]. In both these architectures, mental states are modeled as mere data
Structures and a central mechanism uses these data structures to make decisons and
manage agent operation. An dternative modd is proposed by Corréa and Codho
[5]; in this gpproach, each agent is endowed with four so-called local agents which
operate in pardld by managing agent’s beliefs, desires, expectations and intentions
respectively.

The modes of individuad agents mentioned above have then been the basis for
the development of multi-agent systems. In fact, there exist multi-agent versons both
of Tileworld MA-Tileworld) [6] and of PRS (the so-cdled Oasis system) [14].
Moreover, in [9] [10] a multi-agent system is proposed (inspired to the BDI-theory
and called Grate*), where the problem of cooperation between agentsis managed in
an innovative way. In these proposals the issue of coordination and cooperation
between agents has been dedt with in different ways. MA-Tileworld uses a filtering
drategy that enables each agent to filter out al options incompatible with the
objectives of other agents. In Oasis some agents play a specific role in sequencing
and coordinating the overdl system operation. Findly, Grate* exploits a particular
mechanism based on the concept of joint intention which guides the redlization of a
collective action on behdf of a st of agents. We will discuss this issue in greater
detail in section 3.

In this paper, we present an innovative gpproach to modding intelligent
autonomous agents based on a digtributed paradigm. As aready mentioned above,
an initid gep in this direction has been made in [5], where the authors propose to
"keep active componentsin pardld [...] indde the whole organization of the agent” in
order to keep separate the management of beliefs, dedres, expectations and
intentions. However, these mentd attitudes maintain the role of data sructures
manipulated by the respective local agents which are pergsent insde the "globd"
agent.

Our basic idea consdts insead of endowing mentd atitudes themselves with
cgpabilities of autonomous operation. Therefore, we conceive beliefs, intentions,
desires, etc. as active mental entities, stressing that they can autonomoudy operate
and cooperate. According to our approach, al crucia functions determining agent
behavior are performed through the free interaction between active mentd entities,
which can arise or disappear whenever necessary. In a word, the inside organization



of an agent appears as an ecosystem of menta entities. Therefore, we propose a
novel architecture for a multi-agent system which is viewed as a community of agents
having an interna dynamic distributed structure.

For the sake of amplicity and brevity we consider here only two classes of active
mentd entities, namdy intentions and persuasions, which are sufficent in this
context to build a Sgnificant modd of the mentd activity of an agent. The overdl
operation of a multi-agent system is obtained through the interaction and cooperation
of such inteligent agents. In particular, we focus here on the mechanisms adopted to
solve conflicts occurring between agents, and we claim that they are dtrictly related to
severd important aspects of intdligent behavior. We show then that conflict
resolution can be carried out & the level of mentd entities, and we illustrate how
conflicts involving intentions and persuasions can be effectively managed by suitable
conflict resolution protocols.

2. A new approach to model agents and multi-agent systems

In this section we illugtrate the main concepts of our agent theory (a detailed
description can be found in [1] [2]). It is based on the idea of active mentd entity,
which includes intentions and persuasons. Mentd entities condtitute fundamenta
components of individua agents, organized in a multi-agent system.

2.1 Intentions and persuasions

In [4] the authors suggest that “intentions are representations of possible actions
the sysem may take to achieve its goas'. According to this point of view, since the
role of an action is trandforming the current state of the world into a new one, an
intention coincides with a desrable date of the world. Differently from this
perspective, we clam that an intention should be rather conceived as the will of
reaching a particular sate of the world. In our opinion, an intention should therefore
express the concept: "l want to pursue something”. Thus, we assume that an intention
IS an autonomous active entity definitely committed to reach its achievement, dso
cdled the subject of the intention. To achieve its subject, an intention is able to
generate plans; that is sequences of tasks representing ether primitive actions
(computations, sensorid acquisitions, actions on the environment) or non primitive
actions which become in turn the subject of other intentions. Then, an intention is
cgpable of choosing the mogt suitable plan and of putting it & work. Findly, it isable
to revise the chosen plan, if the externa Situation changes.

Sometimes, pursuing a particular intention can be impossible or inconvenient or
meaningless, for this reason, we assume that intentions must rely on some validity
conditions. For indance, the intention "I want to find Mr. Smith" is vaid only under
the condition that it is believed possible to find Mr. Smith and, of course, Mr. Smith



has not been found yet. We distinguish between generated intentions, which are
crested as a consequence of the interaction between other menta entities, and
primitive intentions, which are aways active (such as "l want to preserve my

integrity™).

In our model, the concept of persuasion subgtitutes and extends that of belief.
"[Beliefs] includes facts about static properties of the gpplication domain [...], current
observations about the world or conclusions derived by the sysem from these
observations' [8]. In this view, beliefs are concelved as data structures resulting from
a perceptud or reasoning activity. We claim, ingtead, that an agent has a persuasion
when it isinterested in knowing the truth value of a given propostion. For this reason,
a persuasion is generated when a new interesting proposition is met and is dismissed
when the interest in the proposition ceases. Therefore, a persuasion is a persstent
entity, that remains active until the propostion to which it refers is consdered
interesting. A persuasion is thus not just a passve data sructure, but rather an
autonomous active entity definitely committed to find and verify dements that can
support the belief or disbdlief in the truth of a propostion.

The activity of a persuasion is caried out by a process of searching
justifications about the truth vaue of the related proposition. The judtification for a
truth value may be based on long-term knowledge, on sensorid data or, in turn, on
other persuasions. Therefore, a persuasion may update or revise the truth value of the
associated proposition when long term knowledge changes, new sensory data are
acquired or other persuasons have revised the truth vaue of their own related
propositions.

The following basic relationships between intentions and persuasions hold. When
an intention is active, its subject and its validity condition become interesting
propositions; therefore, relevant persuasions are created. Persuasions are involved
aso in the phase of plan generation on behaf of an intention. In fact, in generd, a
particular plan is chosen only if there is the persuasion that it is a viable and effective
way for accomplishing the intention. Moreover, during the process of searching
evidences to support the validity of the related proposition, a persuasion may require
the acquigtion of data from the environment; this implies the crestion of new
intentions carrying out the data acquisition task. In this way, a continuous intention-
persuasion interaction takes place. Intentions generate persuasions which may enable
or suppress other intentions, which may generate other persuasions, etc. etc.

2.2 Architecture and operation of an agent



An agent feaiures a dructured internd  micro-organization that includes
components and knowledge. Components are classified into three types:

- operative components, in charge of peforming actions, ether physcd,
concerning the interaction with external world through sensors and actuators, or
symbalic, such as computationa and reasoning activities;
mental components, that is intentions and persuasions;
interface, in charge of managing interactions with other agents and the externa
world.

All agent components are understood as active entities, which can communicate
and cooperate in order to produce the global agent behavior. Mental components
interact among them and activate operative components which, besides performing
actions, may provide a feedback to mental components about the results of the
actions carried out. It is assumed that dl interactions among components are carried
out according to a message-passing paradigm. All the components of an agent share
the same basic structure. They are composed of two modules:

- the kernel, which is in charge of performing the specific tasks the component is
capable of;
the shell, which is amed a supporting communication activities: it is in charge of
accepting and filtering incoming messages and of properly addressng messages
produced in output.

Turning now to agent knowledge, it represents the basic agent competence
endowment, available to al agent components. We diginguish the following basic
types of agent knowledge:

- self knowledge, that is knowledge concerning agent's own specific festures and
capabilities,
mutual knowledge, that is knowledge concerning competencies and capabilities
of other agents;
strategic knowledge, that is knowledge about the strategies used by intentions
and persuasionsin their operation;
problem-solving knowledge, that is knowledge concerning the various ways to
execute specific tasks;
domain knowledge, that is knowledge concerning the agent competence domain.

Agent operdtion is the result of the interaction among its internal components.
Agent interface is in charge of receiving and processing externd problem-solving
requests coming directly from the user or from other agents. The interface uses sdif
knowledge in order to check whether the request can be accepted, i.e. if the
incoming problem belongs to the agent competence. If this is the case, a way to
tackle the problem has to be found out. If the problem is smple and an operative



component able to solve it is available, the problem is directly addressed to it.
Otherwise, if the incoming problem is more complex and can not be directly solved
by a sngle operative component, a new intention is generated, whose subject
coincides with the solution of the problem. The intention, using strategic and problem-
solving knowledge, is in charge of identifying a set of dternative plans for the solution
of the problem at hand, of sdecting one of them and of putting it to work by resorting
to the cooperation of other (mental or operative) components, belonging to the same
or to other agents. While the sdected plan is executed, each intention is capable,
through the cooperation of other mental components, of continuoudy monitoring the
environment and reviang the currently active plan if required by changes in the
externa Stugtion.

2.3 Architecture and operation of a multi-agent system

The proposed distributed architecture is made up of a collection of agents. We
assume that each agent is endowed with individua resources and can operate in
pardld with the other agents. Moreover, agents can communicate through a
message-passing mechanism and can cooperate, according to the benevolence
assumption, in order to provide the system with a globd intelligent problem-solving
behavior. We dso assume that a user can ask the system to accomplish one or more
tasks; for this reason, a suitable agent insgde the architecture is specifically devoted to
the interaction with the user. The overdl operation of the architecture results from the
autonomous operation of the agents, an example of multi-agent system operation is
presented in section 5.

3. Where doesintelligent behavior come from?

By intelligent behavior we mean, in a broad sense, the capability of pursuing
complex gods in arationd and judtified way, taking into account information about
the environment and about the changes occurring in it. In our view, intdligence is
related to the way behavior is generated rather than to the externd behavior actudly
showed by a sysem. A system which behaves in an optima way in some cases, but
completdly fails in other Stuations cannot be consdered intelligent; a system that
performs correct actions only coincidentdly is not redly inteligent. An inteligent
system is rather a system able to ded with failures, to choose the goas to pursue first
and to exploit its limited resources with rationdity. Such a system does not succeed
or fal in a blind way, but can explain its falures and possbly recover from them.
Therefore, it is reasonable to look a the following capabilities as particularly
important and useful, though not sufficient (in particular we do not congder here
learning cagpakiilities), in order to characterize an intelligent behavior:



1. the capability of pursuing multiple goads managing severd different plans in
padld;

2. the capability to cope with unforeseen changes in the environment by revisng
current plans,

3. the capahiility to face uncertain Stuations.

In order to rationaly choose between dternative plans (first capability), the agent
should have an explicit representation of the motivations that lie behind its behavior. It
should be able to reason about the intentions from which its behavior derives, in
order to talor the behavior to meet such intentions in the most appropriate way,
coherently with the current state of the environment (second capability). Moreover,
the system should be able to make decisons by considering the uncertainty and
ambiguity affecting red-world Stuations (third capability).

In recent gpproaches to the design of multi-agent systems such capabilities are
obtained basicdly in the same way, namdy through some arbitration mechanism
among different autonomous entities, which are competing for the dlocation of
system's resources. In particular:

- The coordination modd of MA-Tileworld [6] is based on the so-caled multi-
agent filtering. Different filtering techniques has been adopted and implemented
to redize it. The most generd and efficient one is intention posting: agents post
their intentions into a shared sructure and filter out al the intentions aready
declared by other agents. The resulting arbitration mechanism is very smplified
and limited; in fact, it has been experimented in the Tileworld environment, but it
seems not sophigticated enough to be extended to more redlitic contexts.

The multi-agent system Oags [14] is endowed with specific agents (namely
global agents) which play the role of sequencers and coordinators. Therefore,
the whole arbitration is managed in a centraized manner through the globa agents.
This approach lacks flexibility and extendibility since globa agents must be
modified every time new agents or a new functiondity are added to the
architecture.

The abitration mechanism exploited by Grate* [9] [10] is caled joint
responsibility and is based on the notion of joint intention mentioned in section 1.
Quoting Jennings: "joint intentions can be intuitively defined as ajoint commitment
to peform a collective action”. In fact, common gods of the sysem can be
resched by edtablishing, through a two-phase negotiation protocol, a social
action. To carry out this common activity, an agent exists which acts as an
organizer by controlling the deployment of the socia action. If new objectives
arise during the pursuing of an intention, a conflict occurs. It is solved by a
mechanism, the inconsistency resolver, which refers to the agents desires: "if the
new task is less important (desirable) than existing ones, then it is the one which



should be modified; conversdy if it is more desrable then it is the exiding one
which should be adapted” [9]. In other words, a predefined priority order
between desires enables agents to determine the action to be performed firdt.

All the architectures mentioned above exploit a centralized mechanism to solve
conflicts in MA-Tileworld a shared Structure is used to determine the intentions to
pursue fird, in Oasis globa agents decide the sequencing of actions, and, findly, in
Grate* the inconsstency resolver is a centralized mechanism which analyses the
inconggtencies and resolves them by modifying intentions and by deciding ther
scheduling. In our view, since conflict resolution is the mogt critical aspect in a
digributed control architecture, it should be distributed as well, in the sense that
agents should be able to manage their conflicts autonomoudy, through a proper
conflict resolution protocol. The following section is entirdly dedicated to this
important topic.

4. Conflict resolution as a cooper ation strategy

A dgnificant pat of the cognitive activity of our sysem is condituted by
interaction and conflict resolution between menta entities. In fact, conflicts between
menta components occur every time a Stuation must be disambiguated, and conflict
resolution enables the system to cope with real-word uncertainty in a sophisticated
manner.

In case of conflict between intentions, conflict resolution dlows the system to
ded with multiple, possibly contrasting, goas, and in case a conflict occurs between
persuasions, it provides away to cope with the uncertainty that affects the perception
of the world. We will discuss these two different types of conflict resolution in the
following of this section, whereas we will present some application examples in
section 5.

4.1 Conflict resolution between intentions

A conflict between two intentions may arise when they try to access to a shared
resource. If the intentions involved are primitive ones, we assume that a priority
attribute makes it possble to directly edtablish the prevaling intention. If one
conflicting intention is primitive and the opponent one is nat, the later refers to the
primitive intention underlying it, to which the conflict resolution is ddegated. Findly, if
both intentions are not primitive, conflict resolution involves a more articulated
interaction protocol.

Even though other methods could be envisaged, for the sake of brevity, we
condder here only a Smple protocol, where the execution of the plan of a conflicting
intention has to be postponed to that one of the opponent. In order to decide which
plan should be postponed, first of dl each intention smulates the execution of a new



compound plan, which is obtaned from the previous one by including the
accomplishment of the subject of the other intention. In order to perform the
gmulaion, the following attributes of the intentions and plans involved in the conflict
are exploited:
a deadline attribute associated to intentions, which dtates a time limit for the
accomplishment of the intention;
a time-to-finish atribute associated to the plans used by intentions, which states
the estimated time necessary to complete the execution of the plan.

Each intention estimates the time-to-finish of the compound plan, by deriving it
from the time-to-finish vaues of the individua plans currently used by the intentions
involved in the conflict. Then, each intention compares its deadline with the time-to-
finish vaue of the smulated plan by checking if they are compatible, i.e. if the time-
to-finish is not greater than the deadline. In other words, each intention verifies
whether its deadline can be respected even in case of postponement. At this point,
three Situations can occur:

()  both intentions recognize that, in their smulated plan, deadline and time-to-
finish are compatible (that is both intentions can accept to be postponed):
then, they exchange the time-to-finish values of smulated plans in order to
select that one which guarantees the faster execution;

(i) only one intention is competible with the smulated plan: this means that the
accomplishment of this intention can be postponed until the other one has been
achieved,

(i)  both intentions are incompatible with respective smulated plans, that is both
are unable to meet their deadline in case of postponement; in this case, it hasto
be decided which of the intention will not be accomplished within the deadline.
This decison can not be taken by the conflicting intentions themsdves, since it
should be related to the deegper motivations underlying the adoption of each
intention. Therefore the conflict is transferred at the leve of the intentions which
generated the conflicting ones, where the process of conflict resolution restarts.
The conflict may eventudly reach the level of primitive intentions, where it can
be directly solved.

4.2 Conflict resolution between persuasions

A conflict between persuasions arises, and needs to be solved, in the two
following cases.
when a persuasion supporting an intention (or a plan generated by an intention)
relies on contradictory persuasions, tha is on persuasons which ascribe a
different truth vaue to the same proposition;



when an intention, while eaborating a drategy of action, detects a conflict
between two persuasions that can influence the sdection of the plan to be
adopted.

The conflict resolution protocol for persuasions includes two main phases. The
fird phase implements a smple and efficient way of solving a conflict through a
comparison between the judtification types (see below) of persuasions. The second
phase, which garts if the previous one fails, is carried out through a debate between
the persuasons involved in the conflict. Let us andyze these mechanisms in some
detall.

Phase 1. The currently believed truth vaue of a persuasion isin generd judtified by a
chain of propodtions. At the root of this chain, a termina node represents a
Justlflcaﬂon which can be of one of the fallowing types
default, for propostions that are usualy consdered true, but can be fdse in
certain Stuations;
stored data, for propogtions representing information assumed as definitely
known;
acquired data, for propostions related to data directly acquired from the externa
world.

We hypothesize that there exists a strength order between the above judtification
types default is less drong than stored data, which, in turn, is less srong than
acquired data. In fact, it is reasonable to believe that stored and acquired data are
more reliable than default data and, moreover, that acquired data can be considered
more reliable than stored data, since the former are more up-to-date than the latter.
During the first phase of conflict resolution, persuasions compare ther judtification
types and their rdaive drength: if they are different, the persuason having the
strongest judtification prevails and the conflict is thus solved.

Phase 2. If both persuasons have the same judtification type, a more detailed
andyds of the actua judtifications supporting conflicting persuasons is necessary to
solve the conflict. Each persuason requests more detailed information about the
opponent’s judtifications; then, if such judtifications present some weak points, every
persuasion chooses one of these and attacks the opponent about it. Then, it waits for
an answer. When a persuasion receives an attack, it actuates a defense Strategy.
Defense is carried out by looking for stronger justifications about the attacked weak
point: if new judifications are found, these are communicated to the opponent
persuasion. In case a persuasion is not capable of making an attack or of answering
to an attack, it naotifies its renunciation. When a persuasion receives a renunciation



message, it prevails and its truth value is consdered vaid. Findly, if both persuasions
renounce (or if neither one renounces), the conflict is not solved at thislevel. This may
require more complex resolution methods, involving the Smulaion of the
consequences of the dternative choices or some specific activity aimed at learning
new knowledge that may alow the solution of the conflict. However, the discussion
about these methods is beyond the limits of this paper.

5. An application example

In this section, we present an example in order to support a better understanding
of the organization and operation of our architecture. In particular, we will examine
two dgtuations in which conflicts (one between intentions and another between
persuasions) arise. The example concerns a department mail delivery robot [1], to
which the user consigns an envelope to be ddivered to Mr. X. The robot is
conceived as a multi-agent system where each agent is able to perform a specific task
such as managing a sonar sensor, managing a TV camera, controlling movement
actuators, etc.

Let us suppose that the primitive intention whose subject is "obey-the-user” is
active into the Ul (User Interaction) agent of the robot. After receiving the request of
delivering mail to Mr. X, a new intention has to be generated whose subject is
"ddiver-mail-to-Mr.X". However, since Ul has no specific competence on mall
delivering, it has to address the request of creating this new intention to another
competent agent. By resorting to its interface, Ul identifies the MD (Mall Ddivery)
agent and forwards the request to it. The new intention "ddiver-mail-to-Mr.X" is
therefore created within MD. This intention may then generate different plans for its
achievement. For indance, a smple plan relying on the persuason "Mr. X isin his
office" may be:

Task 1. go to the office of Mr. X

Task 2: ddiver the envelope to Mr. X.

Task 1isconddered fird: it ill concerns a quite generic and high-level task and must
therefore be associated to a new intention. A request of generating such an intention
is therefore addressed by MD to MM (Movement Manager) agent. While the
intention "go-to-the-office-of-Mr. X" is trying to accomplish itsdf, a lot of different
dtuations can occur outsde and indde the robot. We will andyze beow two
sgnificant cases.

5.1 Solving a conflict between intentions

Let us assume that, during the movement toward the office of Mr. X, the robot
energy reaches the minimum threshold: indgde the EC (Energy Control) agent, an



active persuasion whose subject is the "battery is drying up” and which is monitoring
the battery Situation, notices this fact and modifiesiits truth vaue. This change enables
the gpplicability condition of a new intention whose subject is "recharge-battery"
which has the following associated plan:

Task 1: go to the recharging point

Task 2: wait for the complete battery recharge.

Task 1 leads to the generation of the new intention "go-to-the-recharging-point"
in the MM agent, which immediately darts its activity by carrying out a proper
movement plan. Now, both intentions "go-to-the-office-of-Mr.X" and "go-to-the-
recharging-point” need to resort to the movement actuators and, therefore, they may
conflict one another. Let us suppose, for example, that the recharging point and the
office of Mr. X are in oppodite directions. Then, & a certain time, intentions "go-to-
the-office-of-Mr. X" and "go-to-the-recharging-point” could have to perform the
actions "turn-left" and "turn-right" respectively. Obvioudy, a conflict arises. In order
to solve the conflict, intentions may refer to the deadline attribute associated to them
or, if they do not have it, they may delegate the conflict to their generating intentions.
We assume that the deadline attribute is assigned from outsde; it can be present
indgde user commands or into domain knowledge. For some intention, a deadline can
not be sgnificant or necessary; in this case the deadline will have an unknown vaue.
In our example, it is reasonable to assume that intentions "go-to-the-office-of-Mr.X"
and "go-to-the-recharging-point” have an unknown deadling; for this reason, the
conflict resolution is carried out first by their generating intentions, such as "deliver-
mail-to-Mr. X" and "recharge-battery" respectively. To decide the right scheduling,
intentions perform a plan smulation:

"ddiver-mail-to-Mr. X" egdimates the timeto-finish of a new plan where mall
delivery is postponed to the battery recharging activity;

"recharge-battery” edimates the timeto-finish of a plan which ddays the
recharging activity after mall ddivery.

These edimates are derived from the values of timeto-finish associated to
current plans. Let us suppose how that both smulated plans are incompatible with the
deadline of conflicting intentions. In this case, conflict resolution cannot be carried out
a the level of "dediver-mail-to-Mr.X" and "recharge-battery”. Therefore, again, the
conflict is delegated to the generdting intentions, which are the primitive intentions
"obey-the-user” and "take-care-of-your-safety”. Each of these intentions has a
priority attribute which alows one to discriminate uneguivocaly between them. In this
case, we can reasonably suppose that "take-care-of-your-safety” has more priority
than "obey-the-user”, s0 it wins the conflict and propagates this information to the



other intention involved in the conflict, whose accomplishment will be necessarily
postponed.

5.2 Solving conflict between per suasions

Let us now restart from the Stuation in which "go-to-the-office-of-Mr. X" was
the only intention active insde MM. As dready stressed, intentions are continuoudy
looking for better plans and persuasions are continuoudy looking for new evidences
supporting them. So, while the robot is moving towards the office of Mr. X, the
intention "ddiver-mail-to-Mr. X" of MD may eaborate the following dterndive plan,
relying on the persuasion "Mr. X isnot in his office":

Task 1: find Mr. X around in the department

Task 2: go near Mr. X

Task 3: ddiver the envelope to Mr. X.

The persuason "Mr. X is not in his office’ is then activated and is in charge of
finding support. For this reason, it requires the generation of intentions "recognize-
voice-of-Mr.X" and "recognize-face-of-Mr.X" to SRS (Sonar Range Sensors) agent
and VC (Video Camera) agent respectively, s0 creating a sort of mechanism of
atention to the presence of Mr. X in the neighbourhood.

Let us suppose now that the robot is near a glass wal behind which there is Mr.
X. Thanks to the activity of intention "recognize-face-of-Mr.X", the vison sysem
recognizes Mr. X in front of the robot and, therefore, persuasion "Mr. X isnot in his
office’ gets stronger support. At the same time, whereas "Mr. X is in his office’,
which is judtified by default knowledge that an employee is normdly in his office, is
discarded. In fact, in this case the first step of conflict resolution protocol enables the
immediate solution of the conflict. Accordingly, the plan relying on "Mr.X isnat in his
officeg" is preferred and, since Task 1 has been achieved (find Mr. X around in the
department), Task 2 is pursued (go near Mr. X). The intention "go-near-Mr. X" is
cregted ingde MM and, snce Mr. X is ganding just in front of the robot, the
intention of navigating towards such a fixed target is reduced to the atomic operation
"go-forward".

While the robot is moving forward, VC and SRS acquire and process data
about the externd world. In doing this, they continuoudy generate or update
persuasions about the environment, whose subject is communicated to the intention
"avoid-collison” active within the agent 1P (Integrity Preservation).

Suppose now that, while the robot is gpproaching the target, VC and SRS
communicate to "avoid-collison” two contradicting persuasons. SRS supports the
persuasion "there is an obgtacle on the path”, whilst VC supports the persuasion "no
obstacle on the path”. The intention recognizes that it isimpossble to take a decision,



given these contradicting persuasons, and therefore decides that the conflict should
be solved. It puts the two persuasions face to face by notifying each of them of the
existence of the opponent persuasion.

Persuasions "there is an obstacle on the path” and "'no obstacle on the path” enter
therefore a debate in order to solve the conflict. First of dl, an analyss of the
judtifications supporting them is carried out: "there is an obgacle on the path” is
supported by the fact that sonar received reflected echoes, "no obstacle on the path”
is supported by the fact that in the image acquired by video camera nothing but Mr.
X is seen. Since they are both supported by acquired data, persuasions "there is an
obstacle on the path" and "no obstacle on the path” must look for evidence
corroborating their justifications or undermining the opponent's ones. For ingtance,
"no obstacle on the path” can resort to generd knowledge that sonar readings are
often erroneous and attack "there is an obstacle on the path” about this weak point.
In turn "there is an obstacle on the path" may reply that sonar readings are erroneous
in specific conditions (near wall corners, in presence of noise sources, etc.) thet are
not met in the present case. Moreover, "there is an obstacle on the path" may attack
directly "no obstacle on the path” support resorting to general knowledge, provided
by BT (Building Topology) agent, that, in the building, there are invisble obstacles
(such as trangparent glass walls). Since "no obstacle on the path” is not able to reply
to these arguments, "there is an obgtacle on the path" prevails. the presence of an
obstacle is accepted and "avoid-collison” intervenes to modify the motion plan, going
around the glass wall and eventudly reaching Mr. X.

6. Discussion and conclusions

The proposa we have presented in this paper relies on three fundamenta clams:
1. an agent (and consequently a multi-agent) architecture should include an explicit
representation of mental activity;
2. severd important aspects of intdligent behavior are reated to the way conflicts
between agents competing for system control are solved;
3. conflict resolution should be caried out a the levd of mentd entities, usng
suitable conflict resolution protocols.

Claim 1. has been raised and has received consensus, in recent years, both from
the theoretica point of view [4] [13] and from the practica point of view [8] [12] [9]
[9] [10] [6] [14].

Clam 2. though not often made explicit, is common to various recent
architectural approaches. In fact, as aready mentioned in section 3, the multi-agent
filtering in MA-Tileworld or the joint respongbility mechaniams in Grate* are crucid
for the effectiveness of the respective architectures: the overal coordination between



agents entirdy relies on them. A amilar role is played by the globa agents in the
Oasis sysem. We bdieve that explicitly recognizing the role of conflict resolution is
very important, since this aspect deserves a greater leve of atention than it has
received in the past. Thiswork isintended to be a contribution in this direction.

Clam 3. isadirect consequence of clams 1. and 2. Given the crucia role played
by conflict resolution between agents in determining system intelligence, it should be
related with menta activity, in the sense that conflicts should be solved on a raiond
basis, teking into account current mentd atitudes of the agents composing the
system. Though this idea is practicaly and implicitly included within other existing
approaches, our proposa represents a significant step further in the direction of a
sophisticated modeling of conflict resolution.

The importance of managing contradiction in practica reasoning has been
recently remarked in [7], which examines conflicts in the context of argumentation
systems. This work however mainly dedls with representation of conflict Stuations,
without entering the issue of conflict resolution. A conflict resolution mechanism
based on argumentation is presented in [11]. Smilaly to our approach, it
encompasses a representation of the menta attitudes involved in the conflict and is
based on a negotiation protocol. Their conflict resolution mechanism is however
based on a criterion which takes into account a logical classfication of conflicting
arguments, whereas our methods are intended to take into account practical aspects
related to the gpplication context, such as the different importance of primitive
intentions or the rdliability ascribed to different information sources.

Being based on the claims listed above, our approach represents, as to our
knowledge, an innovative point of view both in modding agent menta activity and in
desgning multi-agent systems. A <oftware implementation of the proposed
architecture is in progress it will dlow a sysematic experimentation on a set of
complex test cases, in order to better identify merits and week points of the
proposed architecture.
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