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Abstract

In multi-agent systems, there is the need to
exchange uncertain information  between
digtinct and independently developed software
components.  This requires that such
components share a common  uncertainty
interchange format and poses, therefore, a
serious and Hill poorly consdered problem, in
face of the variety of exising uncertainty
theories. In fact, imposing that dl components
adopt the same uncertainty theory is often
unredigic. Defining a common  uncertainty
interchange format, &ble to guarantee
compdibility — with  severd  different
gpproaches, is an open research problem. In
this paper we discuss the basic issues that need
to be dedt with to face such a problem and
foomulate an initid proposd based on
imprecise probabilities.

1 Introduction

One of the key issues in the development of multi-agent
sysems is the definition of an interchange forma for
communication and information exchange among
different agents. The mogt influentia proposa in this
area is the Knowledge Interchange Format (KIF) [8],
which is a language designed for use in the interchange
of knowledge among disparate computer systems.
Actudly, KIF is a prefix verson of the language of first
order predicate caculus with various extensons to
enhance its expressveness.

Asto our knowledge, KIFconsiders only the case where
the information to be exchanged is represented by binary
and certain sentences and mply does not address the
case where such information is fuzzy and/or affected by
uncertainty. This clearly represents a severe limitation,
restricting the gpplicability of this and smilar proposals
to the goplication contexts where the importance of
fuzziness and uncertainty is negligible.
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In this paper we address the problem of defining a
generic uncertainty interchange formeat for the exchange
of uncertain information among heterogeneous agents,
eech one featuring a gpecific uncertain  reasoning
paradigm. The main objective of this effort is generdity,
namdy the ability to guarantee compatibility with
different exigting theories and gpproaches.

Defining an interchange format for uncertainty is far
more difficult than for 'certain’ knowledge: in fact, it
seams that there is no universaly recognized common
conceptud background underlying different uncertainty
theories and even the same theory may have very
different interpretations at the semantic levd. The
present work ams a andyzing the main issues involved
in the definition of an uncertainty interchange formdt,
pointing out the relevant open problems, and presenting
apreiminary proposa based on imprecise probabilities.

The paper is organized as follows. In section 2 a generic
architecture for interchange is described. In section 3 the
problem of defining an uncertainty interchange formet is
andyzed and a proposa based on  imprecise
probahilities is formulated. Section 4 deds with inter-
format trandations and introduces transformation
methods from imprecise probabilities into some other
well-known  representations, namedy  precise
probabilities, bdief functions, and possbilities. Findly
section 5 summarizes and concludes the paper.

2 An architecture for multi-agent uncertainty
interchange

The architectura scheme we condder is based on the
assumption that an agent might completely ignore the
features of the internd representation adopted by its
partners and should not need to negotiate prdiminarily
any aspect of the interchange. While this assumption
prevents the potentid advanteges of a talored
communication, it is coherent with the god of
maximum generdity: for instance, it alows indirect
communication through shared deta bases, where the



agent insarting new information does not know a priori
who will eventualy accessit.

We will now examine the process of exchanging a piece
of uncertain information between a sender, cdled agent
S, and arecaiver cdled agent R

We assume that each agent Xuses a specific interna
representation language Ly, whereas the common
interchange format language is denoted by L.

Agent S produces the information to be exchanged and
needs to trandate it from Lg into L. Trandated
information is then tranamitted to agent R which is then
in charge of trandating it from L into Lg.

Since L should be, in generd, more expressive than
any specific language Ly, any trandation of the kind
Ly ® Lz should involve a null (or minimad) digtortion
or loss of information. On the other hand, any trandation
of the kind Lig ® Ly may involve some possbly
sgnificant information loss or digortion, since it goes
from a generd format to a more specific one, whose
expressveness may be more limited.

Therefore it may be useful for an agent X to include a
distortion evaduation component DEy, adle to evduae
the digortion possibly introduced in the trandation, by
comparing the information origindly received and the
trandation results. The output of DEx may then be
conddered by an agent-specific filter Fy, that is in
charge of deciding whether to discard the recelved
information or forward it to the internd processing
activity. In summary, an agent X adle to both send and
receive information has to be endowed with two
mandatory modules, namdy an internd-into-common
and a commorr-into-interna trandator, and may dso
incdude two optiond modules namey a ditortion
evauator and an acceptancefilter.

For each agent, the specification of dl these modules
partly depends on the fegtures of the internd format
adopted, however both trandators and evauator should
be designed according to the same generd principlesin
any agent, in order to guarantee the effectiveness and the
correctness of the exchange. On the other hand, the
acceptance filter is totaly implementation dependent, as
an agent should be completely free to decide what to
take into account on the basis of any criterion.

In the rest of the paper we will focus our attention on the
trandaion modules, as they represent the minimd
mandatory endowment in order to enable the
interchange.

3 Defining an uncertainty inter change for mat

As wdl-known, many different theories have been
developed and are currently investigated in the area of

uncertain reasoning. Their generd vdidity, practicd
goplicability and limitations have been and Hill are
debated. Moreover, dso the definition of a precise
applicability scope, dating which theory should be
adopted to face a specific uncertain reasoning problem,
is lacking. The above remarks confirm how difficult is
the problem of defining a generd concept and format for
uncertainty representation.

This problem cdls for a series of questions to be faced,
which are orderly discussed in the following.

3.1 Badc assumptions

Before proceeding with the andyss of the interchange
problem, it is necessary to make some assumptions
which dlow usto better specify and deimit it:

1. the information exchanged concerns uncertainty
judgements" about (binary) non-conditional events;

2. dl agents share a common finite universe of
discourse U, and the events about which they
formulate their uncertainty judgements are taken
from A (U), which is the powerset of U. In other
words, U is a finite patition made up of atoms
(pairwise digoint non-impossible events whose
logicd sum isthe certain event ).

Clearly both assumptions ae limiting and not
completely redlidic, but are usgful in order to face
gradudly the problem; it is aso important to note that,
aswill be stressed in (b) of sect. 3.5, they are not forced
by the interchange format we adopt.

3.2 Uncertainty judgements

In presence of uncertainty, each possble truth vaue of

an event is associaed to a judgement, that qudifies the

belief attitude of the agent with respect to the attribution

of such atruth vaueto the event.

In generd, it is possible to diginguish two main classes

of uncertainty judgements:
absolute judgements, which concern a single pair
(Event, Truth Vauef and qudify agent's belief
atitude about it through some quantification;
rdationd judgements’ (often dso  caled
comparative or quaitative), which define a rlation
between the bdlief attitudes concerning two or more
ETV pairs (eg. by gating that the truth of an event
is more credible than that of ancther one, or is more

! Thisnotion will be better specified in the sequel.

2 Inthe sequel, such apair will betermed ETV for short.

3 It isworth noting that the so called 'symbolic approaches to
uncertainty, i.e. the various families of nonmonotonic logic,
can beregarded asa specid case of relationa judgements.



credible then its fasity).

In generd, a software agent may be able to ded with
both absolute and relationd judgements. Being based on
two different and, in a sense, complementary basic
notions, namely quantification and relation, absolute and
relationd judgements should be consdered as distinct
concepts, that can not be easly converted into each
other. We beieve that a complete uncertainty
interchange format should encompass a didinct
representation for absolute and relationa judgements.
However, in order to limit the scope and the extenson of
this paper, we focus here on absolute judgements.
Absolute judgements can be further classfied as precise
or imprecise;

precise judgements associate a Sngle quantification

withan ETV pair;

imprecise  judgements associate a st of

quantificationswith an ETV pair.

Clearly precise judgements ae a specid cae of
imprecise judgements.
Imprecise judgements may in turn be classfied as
crigp, if the sets of quantifications associated with
ETV parsareclassca binary ss,
fuzzy, if the sets of quantifications associated with
ETV parsaefuzzy.

Agan, crisp sets are a specid case of fuzzy sdts.

Clearly, the notion of fuzzy imprecise quantifications is

the most generd and therefore gppears to be a good

bass for the definition of the interchange format.

However, two difficulties have to be acknowledged:

- dnce afuzzy st can in generd be defined by any
membership function, the formaism may turn out
to be very complex, unless the dass of admissble
membership functionsis congtrained in some way;
some of the mogt known uncertainty theories
(imprecise probabilities, belief functions, possibility
theory) can be characterized in terms of crigp
imprecise quantifications, namely intervas.

For these reasons, while recognizing the potentia
importance of fuzzy sets for future developments, we
limit the scope of the present paper to quantifications
expressed through crisp intervals included in the red
interva [0, 1], namey through a couple of numbers
(a,b):a£b;a bl [0, 1].

3.3Messagedructure

After deciding the format for a dngle uncertainty
judgement, it should be defined which is the sandard
format for an exchange of uncertain information.

We assume that the agents adopt one of the exigting

dandards for inter-agent communication, such as
KQML [6] or FIPA ACL [7]: the choice of the
communication language is rather indifferent, since our
work focuses on contents language, namey on the
representation of the information carried by the message
rather than on the Structure of the message itsdlf. Clearly
these two aspects are independent.
As for the contents language, we suggest tha the
minima amount of information to be exchanged
conggts of the complete belief state concerning an event,
namely of the uncertainty judgements concerning al its
possible truth vaues. In the case of binary events, the
beief date is dealy represented by a par of
judgements. There are two main reasons for exchanging
complete belief dates:

- in generd, judgements concerning different truth
vaues are not tightly condrained (in precise
probability theory they are, but in other theories
they are nat), therefore a complete belief date is
necessxy to express the overdl information one
agent has about an event;
providing patid information about an event
(namely an incomplete belief date) may cause an
undesirable digtortion on the receiver Sde since the
receiver might tend to integrate the incomplete
information according to its own internd theory,
possbly yidding sgnificantly distorted results with
respect to the complete bdief state of the sender.

A message contents carrying uncertain information is
therefore condituted by the specification of an event,
which can be provided usng KIF, and by the
gpecification of the rdlevant belief state, which, in the
binary case, is a couple of couples of red numbers
within the [0, 1] intervd, as specified above.

3.4 Semantics

Conddering the semantic aspects of the interchange

format, it has to be noted that defining ‘the’ semantics of

a representation is a serious problem even if one limits
himsdf to a sngle uncertainty theory. Just to mention
some of the most known ones: in probahility theory, a
subjective and afrequentist interpretation do exist; belief
functions have been regarded ather as a specid case of

imprecise probabilities or as an autonomous concept
relaed to the representation of evidence [12];

possibiligtic reasoning has been given both a preference-

based and asmilarity-based semantics[5].

Given that even individud theories have not a
universaly accepted semantics, it is hard to pretend that
a generic interchange format has one. Wha seems to be
lacking is a basic ontology of uncertainty and uncertain

reasoning, whose definition would provide a reference



framework for comparing different gpproaches.
Information interchange, however, necessrily requires
some common background, 0 that a piece of
information gill presarves a leest pat of its initid
meaning once trandated fird into the interchange format
by the sender and then into a new specific format by the
recaiver. In our opinion, such a background can be
provided by imprecise probability theory.

35 Imprecise probabilities and the interchange
format

In the theory of coherent imprecise probabilities, as
deveoped in [13], it is assumed that the following
conjugacy relaion holds between the lower ( P) and the

upper (P ) probability of an event E:

1O PBE=1- P@BH.

This enables us to consder lower (dternatively, upper)
probabilities only, whenever they are defined on a st of
events closed under complementation; in sect. 4 we shdl
sometimes exploit upper probabilities, here we mainly
refer to lower probabilities.

3.5.1 Definition [13] Given an arbitrary (finite or not)
st of events S, P() is a coherent lower probability on' S
iff," m" BEY,E,1 S" §30,i=0,..m, deining
I(E) astheindicator of E (I(E) = 1if Eistrue, I(E) = 0 if
E isfdse) and putting

G=4 s [IE) - BE) - SII(E) - PE].

itistruethat max G3 O.

Def. 3.5.1 weakens de Finetti’ s coherence principle [2],
and a precise probability (coherent by de Finetti’s
definition) is indeed a specid case of (coherent)
imprecise probability (whereP(¥= P (3= P(3).

Coherent’ imprecise probabilities are avery generd tool,
which generdlizes various uncertainty measures. In
particular, abelief function as defined in [11] is a specid
caxe of lower probability [14], and S0 is a necessity
measure which can be seen as a specid case of beief
function (actudly, as a consonant belief function) [3]
[12], while a posshility measure is a specid case of
upper probability [14].

The main advantages assured by the use of imprecise
probabilities for an interchange format are:

(@ no trandaion is needed from the agent internd

4 We shall usualy omit the term ‘coherent’ in the sequel,
when referring to coherent imprecise probabilities.

representetion to the common interchange format
whenever the interna representation is based on an
uncertainty measure which isa specid case of imprecise
probability, like the (quite common) ones mentioned
above (and others, for ingance 2-monotone probabilities
[14]). In fact, in such instances the information produced
by the agent may be smply reed as an imprecise
probability in the interchange format, without modifying
any of its numerical vaues

(b) The condraints in sect. 3.1 might be widdy relaxed
while kegping on using an interchange format based on
imprecise probabilities. In fact, as appears from def.
35.1, coherent lower (and upper) probabilities are
defined on arbitrary sets of events, so0 there is no need
gther toput S = A (U) or to consider finite sats of
events. Also, by the extenson theorem [13], an
imprecise probability on Scan aways be coherently
extended to any supersst of S, and this dlows
exchanging information in a dynamic setting where the
universe of discourse is not fixed.

Further, these features are shared adso by generdizations
of imprecise probabilities to conditiond imprecise
probabilities and to (coherent) conditiona previsons
(the latter are suited for handling informetion on
conditiona random numbers) [13].

Of course, there are important ways of expressng
uncertainty which are not specid cases of imprecise
probakilities and therefore would need some trandation
before usng the proposed interchange format: we
mention fuzzy judgements, which should be reduced to
crisp intervas, and comparative probabilities, for which
a redization problem (by means of an imprecise
probability) arises, and it is not guaranteed a priori thet it
adways hasasolution.

Imprecise probabilities (and in particular belief functions
and posshility messures) wesken the tight additivity
condraint of precise probabilities P(E) + P(JE) = 1
replacing it by (1) (substitute P, P with, respectively,
Bel, Pl for belief functions, and N, P for possibilities, N
being a necessty messure, P a posshility). At a
semantic leve, the quedtion arises whether condraints
among the uncetainty judgements concerning the
different truth vaues of an event should be enforced in
the interchange format. Our answer is intermediate: on
the one hand, a condraint-free representation is more
generd than a condrained one, on the other hand,
reasonably complete and solid theoretical trestments
mainly exigt for coherence-based theories.

Therefore, we congder in this work only quantifications
that respect the condraints imposed by coherent

imprecise probability theory.



4 Inter-format trandations

In the following, we shdl consder trandations with
reference to precise and imprecise probability, belief
functions, and possihility theory.

Recdling (a) of sect. 3.5, trandations from Lg into L
aretrivid.

Trandations from L into Ly invalve the problem of
trandforming an imprecise probability into; a precise
probability, a belief function, or a possbility. Problems
of this kind have no throughout accepted solution: every
trandation mechanism involves some arbitrariness and
is questionable in some respect.

Let m, n_ be two uncertainty measures on the same set
of events J. The subscript L denotes lower uncertainty
measures (i.e. lower probabilities, bdiefs, necessties).
The following points darify the criteria underlying the
trandation methods we propose:

(& when comparing m, n_ it may appear that m is
intringcaly more precise than (or at least as precise &)
n.. Inthis case, trandations from aformat usng m into
a format based on n. should give a uniformly more
imprecise evauation (vice versa when passing from n_
to m). This condstency principle leads operationdly to
the dominance condition

@ mE:3n(E)," ElJ
but does not determine, in generd, auniquen, .

(b) The transformed measure n,. should be as close as
possible, in some sense, to the origind measure m. If (9)
isapplied, asmpleway to interpret (b) isto choosen, in
order to minimize

B  S=Sgi;mE - n(B).

In the seque we shdl apply (2) and (3) (with the
exceptions noted bedow), as wel as andogous
conditions when passing from a more precise to a less
precise measure or for trandations concerning upper
uncertainty measures.

The conggency principle will be applied without
exceptions. To use it we need to compare the precison
of imprecise probabilities with that of each of the other
three measures.

Imprecise  probabilities ae less precise than
probabilities, but are more precise than possbilities/
necessties a couple (N(E),P(E) expressng the
necessty and possihility of E is condrained to have the
form [O,P] or [N,1] by dementary properties of these
measures, but this means that N(E), P (E)], viewed as
an imprecise probability, is dways dther lower (if
N = 0) or upper (if P = 1) maximdly imprecise.

Bdlief functions appear to be less precise than imprecise
probabilities, by the following inferentid argument,
showing that they may produce less precise inferences:
if P(¥ is an unconditiond lower probability defined on
therdevant eventsand P(B) > 0, it is known [14] thet its
vaguest (or leaest-committa) coherent extenson on AB
is such that

(4  P(AB)® P(AUB)/(P(AUB)+ RA U@B))

and that equdity holdsin (4) if P(3 is a belief function
(actudly, dso if P(¥ is 2-monotone).

Principle (b) and (3) cannat be applied when trandating
imprecise into precise probabilities, and this is eadly
Seen to depend on the equdity P(E) = 1— P(JE). In this
case we shdl adopt a*centrdity’ criterion, so that P(E)
tends to the midpoint between P(E) and P (E) (see
421).

Impc?sing (b) is dso conflicting with preference
preservation requirements like n{E) 3 n{F) P n(E) 3
n(F)," E,F1 A (U). In fact, the additiona constraints
due to preference presarvation are often very strong and
necessarily widen the imprecision gep between mand n.
We dhdl impose preference  preserveion  only
occasondly (see4.2.3), partly giving up (b) (seedso [4]
for comparisons among conflicting principles in the
probaility/possibility transformation case).

4.1 Trandating bdlief satesabout a Sngle event

As noted in sect. 2, the bdief date of an event is
represented by two couples, concerning respectively the
truth and falsty of the event, but since (1) holds in the
theories we condder, one couple can be deduced from
the other in our framework. Although it is convenient to
use both couples in the definition of Lg, especidly to
dlow compatibility with less condrained theories, we
shdl congder in the seque, for conciseness, only the
couple (k, ur) concerning the truth of E, where by (uy) is
interpreted in L, as the lower (upper) probaility of E.
Trandations from Ly are sraightforward if Ly is based
on imprecise probabilities or beief functions (in the
latter case, because every lower probability on {E,JE}
isabdief function).

In the case of precise probaility, the trandation conssts
of sdlecting asingle vaue from an interva: the midpoint
of theinterval isanaturd choice.

Wethusobtain: P(E) = (k + ur)/2.

Trandations into posshilities are more articulated: by
dementary necessity/possibility properties, and unless
Ur=1orf =0, asort of dretching of the probability
interva in one direction is required.



This can be obtained by trandating y into a posshbility
vduel,if1- uy<k,ieifuy isdosertolthank isto
0, or trandating k into anecessity vaueO, if 1- ur > k.
Thecase

© 1-u=k

shows however a sngularity of this method, that is
present, though unnoticed, when P(E) = 0.5 (whichisa
specid case of (5) with uy = k) ds0 in the verson
proposed for precise probabilitiesin [4]. In fact, the case
of uniform probabilities is equated, in possbility theory,
to ‘tota ignorance': in absence of any preference, we get
the extreme assgnment P (E) = 1, N(E) = 0 (and hence
P(@E) = 1, N(@E) = 0), which should dso be the
trandation of an imprecise probability assignment
obeying (5), snce agan we have no ground for
modifying one rather than the other imprecise
probability measure.

However in these cases the probability ® posshbility
trandaion operaor behaves discontinuoudy. To
exemplify, put k- = 0.5, ur =05+ e, with a quite ‘smdl’
e (being therefore close to the totd ignorance case
conddered aove): thisgivesN(E) =05+ e, P (E) =1
(and henceN (@E) =0, P (QE) =05 - e) with alarge
discontinuity of N(E) (and of P (2E)).

This shows that even in the smple case of a dngle
event, trandations between different theories may

involve some inherently problematic aspects and
unavoidable digtortions.

4.2 Trandating belief statesabout A (U)

We propose in this section some methods of trandating
from L into the specific formats considered when the
exchanged information concerns al the non-triviad
eventsinA (U)andU ={e,, ..., &}.

4.2.1 Fromimpreciseto precise probabilities

Given alower probability Pon A (U), the consistency
principle requires that the precise probability P resulting
from trandation is such that P(E)3 P(E)," E1 A (U)
or equivadently, in terms of upper and lower probaility,
that P(E)£P(E) £ P(E)," El A (U).

A draghtforward extenson of the sngle event case
would lead to trandating P into P(E)=(P(E) + P (E))2
for dl E, but in generd P, is not a coherent precise
probability. One way out is that of finding a precise
probability P* which is as close as possble to P, in

somesense’. If thisis meant as quadratic approximation,
we ae lead to solve the following minimization
problem:

6 mnj =Sgi xu)P*(E) - PuB)?
subject to:

. 3
PEEPE " El AV); aP~*(e)=1

i=1

Problem (6) minimizes a drictly convex function on a
convex and therefore its solution (exigts and) is
unique. Further, P* coincideswith P, whenever P, isa
coherent precise probability. Operationdly, problem (6)
may be solved with standard quadratic programming
techniques (seefor ingtance [1)).

4.2.2 Fromimprecise probabilitiesto belief functions

To trandate a lower probability P(¥* into a belief
function Bd(-) we gpply (2) and (3) and determine Bel
through its Mobius inverse g (dso caled meass
function) which, as well-known [11], is non negdtive,
normdized to 1 over dl eventsin A (U) and such that

Bel(E)= Sap £ Mp(A).
Thisleads usto the following problem:

(M mnj =Sgi xu) P E) - Sap e MBA)
subject to:

Sapems(A £ P(E), ng(E)® 0" ET A (U);
Ski A MeE)=1

The feasble region of this problem is dways non-empty
(mg(E) =0" E* W mW) =1 isafeasble point).

4.2.3 Fromimprecise probabilitiesto possihilities

Given an upper probability P (3 on A (U), a possibility
measure P (¥ which trandates it should respect the
consstency congtraint:

® P®® P®E " El AQ)

Applying dso (3) we arelead to minimize

© S=SeiayP®- PE)

However this request cannot be aways fulfilled: for

ingtance, if P is a precise probebility P, U = {e;e},
and P(e) = P(&), it is naurd to trandae P into

® Other solutions could be considered. The emphasis on
approaching Py, may be also motivated by the usesof P, ina

decision theoretic framework [16].
® By the coherence of theimprecise probability, the convex set
isnot empty.



P(e) =P(e) =1, which maximizes S. Here the
preference presarvaion principle is rather pursued: the
resulting posshility must not introduce differences
among events which are not given different upper (and
lower) probabilities.

We shdl now propose a procedure which obeys (8) and
generdizes to imprecise probabilities what suggested for
precise probability ® possihility transformationsin [4].

The procedure works building up the posshility
digribution function p(% of P (%, which is equivdent to
assgning apossibility vlue P(e) toeschatom g T U,
under the normality condition: $ e : P(g) = 1. Then, as
well-known, P (E) isgiven by:

(10) P(B)=mex. p e{P(€)}.
The procedure conggts of the following steps.

la" g M={gl U:1-P(e)< Pe)},
putP(e) =1,

1b: If M =/then:
let M*={gl U: P(&)=maxi u{P(§)}}
and assign P(e)=1 to any el M* which
minimizes. P (e) —P(g).

2. order the aoms of U which have not been assgned a
posshility vaue in sep 1 by decreasng upper
probability; tied atoms (i.e. aoms having equa
upper probability) are ordered by decressing lower

probability. Suppose for smplicity that the ordered
sequenceisey, ..., €,, M< n, sotha

P(e)® P(&)?...3 Pl@n.
Fori=1,...m defineA=¢g Ug,q U...Uey;
putP(e) = P (A), unlessitis P(e) = P(e.,) and
P(e) =P(e+1): inthislatter case,

putP(e) = P(ex1)= P (A).
The motivation for sep 1.a is andogous to the sngle

event case of 4.1: having to transform [P(g), P ()] into
ather [0, P (g)] or [N(g), 1], the solution introducing as
little imprecison as possble is chosen. Step 1.b ensures
the normdity condition, in case of ingffectiveness of

dep 1.a Sep 2 gives to the remaining atoms (if any) as
little possibility as possible (with the exception of ties,
see below) while obeying condition (8), as it can be
eadly seen using (10).

An intereting quedtion is to what extent does this
procedure tend to minimize the additional imprecison ?
Ties can be afirg source of imprecison. Steps 1.b and 2
treat differently upper probebility ties only if the
corresponding lower probabilities are not equa. Theam

is both to trandate correctly cases like the one
mentioned after (9) and to limit the (usudly large)
imprecison due to the trandation into posshbilities (for
ingtance, not differentiating two ties P (g) = P (g+1) in
1.b adds Z"*1.(P (A) — P (A1) to the transformation
imprecison). In other words, undifferentiated ties
increase imprecison, but it does not seem reasoneble to
order grictly al ties.

Suppose now that no ties aise then the procedure
introduces as little imprecison as possble a each gep,
but Hill there may exig, subject to certain conditions,
dternative procedures which achieve asmdler Sin (9).
This second source of imprecison is typicd of
imprecise probability — possbility transformations. To
exemplify, consder the following propostion, whose
proof is not difficult and will be omitted.

Proposition Let 112> P(e) > P(e) >... > P(ey.
Consder two possibility measures P and P, where P ¢
is assigned applying the procedure described above:

(1) Pye)=P®) . fori=1..n
P, is obtained exchanging the role of two contiguous

(with respect to the ordering induced by P) atoms, &,
€1, in the procedure:

P,e)=P(A),fori=1..h1h+2 ...n
P(@n1)= P (& Uang UA,),
P&, =P (&, UAwy). Thenitis

(12 S >Siff P(aw1 UAw2) > P ey UAno).

This kind of Stuaion cannot occur if P is a precise
probability P: in fact, the condition in the right-hand
member of (12) isthen dways fdse, by the additivity of
P (and since P(g,+1) <P(&,). Onthe other hand, if P is
a (coherent) upper probability, it can be verified that the
condition in (12) is not vacuous. This is due to the
subadditivity of upper probabilities, which makes
‘preference inversons  possble in the sense that
conditions like the following may coexig:
P(E)<P(E)and P(E,UF) > P(E,UF).
Conditions gmilar to (12) can be obtained for more
complex dternative procedures, thereby suggesting thet,
goat from ties, the procedure tendsto minimize S if P
does not differ too much from a precise probability (in
the sensethat it does not dlow inversons).

5 Conclusons

In this paper we addressed the problem of defining an
interchange format for uncertain information exchange



between digtinct and independently developed software
components, such as agents in a multi-agent sysem. As
to our knowledge, this issue has received limited
dtention in past years, in spite of its importance,
witnessed by the growing diffuson of multi-agent
goplications.

Smilar issues are raisad in [18] [19], which dress the
importance of interoperability between heterogeneous
expat systems and congders the problem of defining
trandation methods among different  uncertainty
representation gpproaches. However this work dedls
only with the uncertainty models used in the EMYCIN,
PROSPECTOR and MYCIN sysems and does not
condder more generd theories. Moreover it fals to
introduce the notion of a common interchange format
and therefore condders direct  inter-formaism
trandformation, which is disadvantageous in many
repects and in paticular does not dlow indirect
communication.

Some of the trandaion methods we consder might be
related to the gpproximation of non-additive measures
by k-additive measures proposed in [9]: this will be
explored in future work.

A rdaed ressarch direction concerns the definition of
generd formdisms able to include various exiging
theories as particular cases (see [10] [15] [17]). Thisisa
complementary area which might provide suggestions
for the definition of the interchange format, but leaves
the trandation problem open.

Proposing an uncertainty interchange format is made
especidly complex by the variety of exiging uncertainty
theories and by the differences exising among them
both a semantic and syntactic level. The main questions
relaed to this problem have been andyzed and a
preliminary gpproach has been sketched. Thanks to its
ability to include severd well-known theories as pecid
cases, imprecise probability theory has been identified as
a quitable basis for our proposa. We then examined the
issue of trandation from imprecise probabilities into
precise probabilities, belief functions, and possbilities,
and defined the relevant transformation methods, which
generdize previous Smilar proposds in the literature,
where they exid. The proposed methods should be
regaded as a fird useful result: we ae currently
working on an extended verson generdizing the
assumptions of sect. 3.1.
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