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Abstract

Results concerning consonant ap-

proximations are available in the lit-

erature only for the case of belief

functions. This paper investigates

the extension of consonant approx-

imations to the case of capacities,

which feature less speci�c properties

and can be considered as the most

general family of set measures suit-

able to uncertainty representation.

It is shown that existing results for

belief functions can be properly ex-

tended. In the meanwhile, some im-

precisions in the previous literature

are pointed out and corrected.

Keywords: Consonant approxima-

tions, capacities, belief functions.

1 Introduction

The issue of computing an approximation

of an uncertainty assessment, expressed in a

given formalism, in terms of a simpler formal-

ism attracts the interest of researchers for sev-

eral reasons. On the one hand, transforming

a more complex representation into a simpler

one gives rise to computational advantages.

On the other hand, transformation proce-

dures are a key issue for enabling interop-

erability among heterogeneous uncertain rea-

soning systems, as is the case in multi-agent

systems [1]. Possibility theory [6] is among

the most reasonable choices as a formalism

for computing approximations of other repre-

sentations. In fact, a possibility measure can

be expressed in terms of n parameters, while

more complex formalisms require 2n. More-

over, the properties of this formalism have

been deeply investigated and a number of ap-

plications are reported in the literature. The

problem of approximating a belief function

with a possibility (called consonant approx-

imation) has been thoroughly analyzed in [7],

and considered subsequently in [8, 9]. Alter-

native approaches to approximation of belief

functions include reducing the number of focal

elements [3], and coarsening the frame of dis-

cernment [4]. As to our knowledge, no results

are available in the literature about consonant

approximations of more general uncertainty

representations. Since capacities can be un-

derstood as a very general family of set mea-

sures suitable to uncertainty representation,

this paper aims at investigating the issue of

consonant approximations of capacities. The

contribution provided consists in the general-

ization of the main results previously limited

to belief functions. While carrying out the

study, some little imperfections in the results

presented in [7] were identi�ed. Therefore, be-

sides generalizing the treatment of consonant

approximations, this paper provides also some

adjustments to the existing literature. The

paper is organized as follows. After recalling

some basic concepts in section 2, in section 3

previous literature proposals concerning con-

sonant approximations are reviewed. Section

4 discusses families of consonant approxima-

tions of capacities, while in section 5 mini-

mal consonant approximations of capacities

are characterized. Finally, section 6 summa-

rizes the paper.



2 Basic concepts

The symbol 
 denotes a �nite set, called

universal set, of pairwise disjoint (non-

impossible) elementary events whose union is

the certain event: 
 = f!1; : : : ; !Ng. Then

!1; : : : ; !N are called atoms, 2
 is the pow-

erset of 
, jAj is the cardinality of A 2 2
,

A = (
 n A) denotes the complement of A.

Though more general de�nitions are possible,

in this paper an uncertainty assessment is de-

�ned as a function f : 2
 ! [0; 1].

An uncertainty assessment should at least sat-

isfy a basic monotonicity requirement and two

boundary conditions: this gives rise to the no-

tion of (1-monotone) capacity.

A function C : 2
 ! [0; 1] is a (normalized)

capacity [2] whenever: C(;) = 0; C(
) = 1;

C(A) � C(B);8A;B 2 2
 such that A � B.

Belief functions [10], and in particular neces-

sity measures [6] are special cases of capaci-

ties. Their de�nitions are well known; we shall

recall in Proposition 1 their characterizations

in terms of their M�obius inverses [2].

For any f : 2
 ! R, there is a one-to-one cor-

respondence between f and itsM�obius inverse

or mass function m : 2
 ! R, according to

the following equations [2]:

m(A) =
P

B�A(�1)
jAnBj

f(B),

f(A) =
P

B�Am(B).

The events A 2 2
 such that m(A) 6= 0 are

called focal elements (or focal sets). The set

of focal elements will be denoted as F .

Proposition 1 Given f : 2
 ! R, let m be

its M�obius inverse. Then

(a) f is a capacity i� m is such that:

m(;) = 0;
P

B22
 m(B) = 1;P
!2B�Am(B) � 0, 8A 2 2
;8! 2 A.

Further, if f is a capacity and F the set of its

focal elements, then

(b) f is a belief function i�m is non-negative;

(c) f is a necessity measure i� F is totally

ordered by relation `�' (this property is called

consonance: necessity measures are also re-

ferred to as consonant belief functions).

The conjugate C
0 of a capacity C is de�ned

by C
0(A) = 1 � C(A), 8A 2 2
. The conju-

gate of a belief function is called a plausibility

function, the conjugate of a necessity measure

is called a possibility measure. As usual, a be-

lief function will be denoted as Bel, a plausi-

bility function as P l, a necessity measure as

N , and a possibility measure as �. A possi-

bility measure � is completely speci�ed by a

possibility distribution de�ned over the atoms

� : 
! [0; 1], since it holds that

�(A) = max!2Af�(!)g, 8A 2 2
.

The normalization condition then implies:

9! 2 
 : �(!) = 1.

3 Previous proposals

First, let us recall the notion of (weak) inclu-

sion [7]: a belief function Bel is included in

a belief function Bel
0 i� Bel(A) � Bel

0(A),

8A 2 2
. This is equivalent to the condition

P l(A) � P l
0(A), 8A 2 2
, and therefore to

the inclusion of the interval [Bel(A); P l(A)]

within [Bel0(A); P l0(A)]. Clearly this de�ni-

tion is applicable to any uncertainty repre-

sentation which encompasses a lower and an

upper measure, related by conjugacy.

Both inner and outer consonant approxima-

tions of belief functions are considered in [7].

An inner consonant approximation of a belief

function Bel is a necessity measure N such

that N(A) � Bel(A), (equivalently, �(A) �
P l(A)), 8A 2 2
. Such an approximation ex-

ists [7] only if the intersection of all the focal

sets of Bel is not empty:
T
F2F F 6= ;. In

this case, max!2
 P l(!) = 1 and the optimal

inner approximation is obtained from the fol-

lowing possibility distribution: �(!) = P l(!),

8! 2 
 [5]. In the cases where this approx-

imation is not directly applicable, a simple

approach consists in properly modifying the

belief function and then applying the above

procedure. To this purpose, in order to obtain

a suitable mass assignment m0 from the origi-

nalm, it is suggested in [8, 9] to select an atom

!i and let m0(A[f!ig) = m(A), 8A 2 F . As
a consequence,

T
F 02F 0 F

0 = f!ig. Thus, the

value of P l(!i) is raised to 1, while the plau-

sibility values of other atoms are unchanged.

As a consequence, �0(A) = 1, 8A : !i 2 A,

�0(A) = max!2A P l(!), 8A : !i =2 A. A nat-

ural choice is selecting !i such that

P l(!i) � P l(!), 8! 2 
.



An outer consonant approximation of a belief

function Bel is a necessity measure N such

that N(A) � Bel(A), (equivalently, �(A) �
P l(A)), 8A 2 2
 . In section 3.3 of [7] the

following procedure is introduced to derive a

family of necessity measures including a given

belief function. Let F = fF1; : : : ; FjFjg be

the set of focal elements of a belief function

Bel de�ned on 
 = f!1; : : : ; !ng. Let � be

a permutation of f1; : : : ; ng and de�ne, for

1 � j � n, E�

j
= f!�(1); : : : ; !�(j)g, i.e. the

set composed by the �rst j atoms in �, and

E� = fE�

1 ; : : : ; E
�

n
g, i.e. the set composed by

all the n sets E�

j
. A consonant mass assign-

ment m� is obtained from � through the fol-

lowing procedure: for any focal set Fi of Bel,

let f�(i) = minfj : Fi � E
�

j
g, and then de�ne

m�(E
�

j ) =
X

i:f�(i)=j

m(Fi) (1)

We will denote as N� the necessity measure

whose M�obius inverse is the mass functionm�

derived from a permutation � by (1), and as

�� the possibility measure conjugate of N�.

As shown in [7], for any � the necessity mea-

sure N� includes the belief function Bel (i.e.

N�(A) � Bel(A), 8A 2 2
).

With the aim of identifying outer approxima-

tions which are minimal with respect to in-

clusion, in [7] attention is then focused on an

analogous procedure concerning permutations

of focal sets. Let � be a permutation of the

focal sets of Bel, and de�ne correspondingly

the following family of sets: S
�

1 = F�(1), S
�

2 =

F�(1)[F�(2), : : :, S
�

jFj
= F�(1)[: : :[F�(jFj). We

de�ne also S
�

0 = ;. Then a mass assignment

m� is obtained in a way analogous to (1): let

f�(i) = minfj : Fi � S
�

j
g, and then de�ne

m�(S
�

j
) =

X
i:f�(i)=j

m(Fi): (2)

We will denote as N� the necessity measure

whose M�obius inverse is the mass functionm�

derived from a permutation � by (2), and as

�� the possibility measure conjugate of N�.

In [7] the relationships between the approx-

imations generated by these two families of

permutations are then analyzed and, in par-

ticular, results concerning minimal (with re-

spect to inclusion) outer consonant approxi-

mations are obtained. In the following two

sections we investigate respectively the exten-

sion of the families of consonant approxima-

tions to the case of capacities and the char-

acterization of minimal outer consonant ap-

proximations in this generalized context.

4 Consonant approximations of

capacities

First of all, some precisations are needed when

considering the notion of consonant approxi-

mation of a capacity. Given a capacity C and

its conjugate C
0, let us say that C is upper

conjugate i� C(A) � C
0(A), 8A 2 2
, i.e. C

dominates its conjugate. Then, C 0 is called

lower conjugate. In this case, the notions of

inner/outer consonant approximation based

on the inclusion relationships between inter-

vals [N(A);�(A)] and [Bel(A); P l(A)], can

be directly extended referring to the interval

[C 0(A); C(A)]. However, it may be the case

that a capacity neither dominates nor is dom-

inated by its conjugate. In this case, the no-

tion has to be weakened: for an inner approx-

imation we only require that �(A) � C(A),

8A 2 2
, while for an outer approximation it

must hold that N(A) � C(A). In the follow-

ing, we will refer to these weakened require-

ments which are more general. It is easy to

see that the weaker notions imply anyway in-

terval inclusion when the considered capacity

is upper or lower conjugate respectively.

Extending inner consonant approximations

to capacities is straightforward. In fact,

the inner approximation proposed in [7]

can be applied to any capacity such that

max!2
 C(f!g) = 1. The resulting possi-

bility measure � is still an inner approxima-

tion, since C(A) � max!2AC(f!g) = �(A).

Moreover, for any possibility measure �0 such

that �0(A) � C(A), 8A 2 2
 we have that

�0(f!g) � C(f!g) = �(f!g), 8! 2 
 and

consequently �0(A) � �(A), 8A 2 2
. There-

fore this inner approximation is optimal (max-

imal with respect to inclusion) for any capac-



ity. When the above applicability condition

is not satis�ed, the solution[8, 9] of select-

ing !i : C(f!ig) � C(f!g), 8! 2 
, putting

�(!i) = 1 and �(!) = C(f!g) 8! 2 
; ! 6=
!i, can still be applied. It has however to be

noted that the resulting possibility is neither

an inner nor an outer approximation with re-

spect to the original assignment.

Turning to outer approximations, �rst of all,

let us show that permutations of atoms still

give rise to a family of outer consonant ap-

proximations when a generic capacity C is

considered instead of a belief function.

Proposition 2 For any capacity C de�ned

on 2
, for any permutation � of atoms, the

necessity measure N� whose M�obius inverse is

the mass function m� de�ned by (1) is such

that N�(A) � C(A), 8A 2 2
.

First of all, it has to be noted that m� is non-

negative also in this case: in fact, by construc-

tion m�(E
�

j
) =
P

!�(j)2Ai�E
�

j

m(Ai), and this

sum is non-negative for any capacity, by prop-

erty 1(a). Then we have that:

N�(A) =
X

E
�

j
2E�;E�

j
�A

m�(E
�

j ) =

=
X

E
�

j
2E�;E�

j
�A

0
@ X

Fi2F ;f�(i)=j

m(Fi)

1
A : (3)

Now, by construction of the sets E�

j
(and let-

ting E�

0 = ;) there is a value 0 � q �j A j such
that 8j � q, E�

j
� A, while 8j > q;E

�

j
6� A.

Therefore the sum in (3) reduces to

N�(A) =
X

Fi2F ;Fi�E�
q

m(Fi) = C(E�

q
) � C(A):�

As a consequence, the following proposition

(extending Proposition 2 of [7]) holds.

Proposition 3 Given a capacity C, for any

necessity measure N such that C(A) � N(A),

8A 2 2
, there is a permutation � such that

N�(A) � N(A), 8A 2 2
.

We omit the proof, which is a direct exten-

sion of the one of [7], page 428, where the

statement refers to a belief function, but the

demonstration does not rely on any of its spe-

ci�c properties and is valid for any capacity.

Let us now show that also the procedure based

on permutations of focal sets preserves its de-

sirable properties in the context of capacities.

Proposition 4 For any capacity C de�ned

on 2
, for any permutation � of its focal ele-

ments: (a) m� is non-negative;

(b) N�(A) � C(A), 8A 2 2
.

As for part (a), we have that for 1 � j � jFj:

m�(S
�

j
) =

X

Fi�S
�

j
;Fi 6�S

�

j�1

m(Fi) =

=
X

Fi�S
�

j

m(Fi)�
X

Fi�S
�

j�1

m(Fi) =

= C(S
�

j
)� C(S

�

j�1) � 0:

As for part (b), let 0 � k � jFj be the maxi-
mum index such that S

�

k
� A, then

N�(A) =
X
j�k

m�(S
�

j
) =

=
X

F�S
�

k

m(F ) = C(S
�

k
) � C(A):�

To characterize the relationships between the

two families of consonant approximations,

Proposition 3 of [7] states that

8�;9� : m�(A) = m�(A), 8A 2 
.

However, the proof is awed and actually nei-

ther this relationship (nor the converse) hold.

In fact, consider a case where 
 2 F : any

permutation of focal elements � which selects


 as �rst element, gives rise to the maximally

vague assignment m�(
) = 1, m�(A) = 0 for

any other A 2 2
. Then, it is suÆcient that

F includes at least two other distinct focal el-

ements F1 and F2 to prevent that there is a

permutation of atoms �, such that m� = m�.

In fact, for any � there is a set E�

j
6= 
 such

that f�(1) = j _ f�(2) = j, as a consequence

m�(E
�

j
) > 0, m�(
) < 1.

On the other hand, consider any mass as-

signment such that for two atoms !1, !2

it holds that m(f!1g) = 0, m(f!2g) > 0,

m(f!1; !2g) = 0 and consider a permutation

� such that !1 and !2 are at the �rst and sec-

ond place respectively. We have then E
�

1 =



f!1g with m�(E
�

1 ) = 0 and E
�

2 = f!1; !2g
withm�(E

�

2 ) = m(f!2g) > 0. However, there

can not be any � such that S
�

j
= f!1; !2g for

any j, therefore, m�(f!1; !2g) = 0, for any �.

This imperfection gives rise to the need of a

reformulation of the characterization of mini-

mal (with respect to inclusion) consonant ap-

proximations as proposed in [7], which is car-

ried out in the next section.

5 Minimal approximations

First of all, let us identify those approxima-

tions N� which are not minimal. This is dealt

with by Proposition 4 of [7], whose formula-

tion is however slightly imprecise: the follow-

ing proposition extends the result to capaci-

ties also correcting its statement.

Proposition 5 Let � a permutation of the fo-

cal sets and �� the relevant possibility mea-

sure de�ned according to (2). If the permuta-

tion � is such that F�(i) � S
�

k
for some k < i,

F�(i) 6� S
�

k�1 and (F�(i) n S
�

k�1) ( (S
�

k
nS�

k�1),

then there is another permutation � such that

�� (f!g) � ��(f!g), 8! 2 
 (and hence

�� (A) � ��(A), 8A 2 2
).

The permutation � is obtained from � ex-

changing positions i and k as follows: �(j) =

�(j), for j < k and j > i; �(k) = �(i);

�(j) = �(j � 1) for k < j � i. It follows

that S�
j
= S

�

j
for j < k and j > i; S�

k
( S

�

k
;

and S�
j
= S

�

j�1 for k < j � i (noting in partic-

ular that S�
i
= S

�

i
= S

�

i�1). Since, by (2), the

mass allocated to a given set in the sequence

depends only on the set itself and on the pre-

vious one in the sequence, we have in turn

that m�(S
�

j
) = m� (S

�

j
) for j < k and j > i;

m� (S
�

k
) + m� (S

�

k+1) = m�(S
�

k
); and, �nally,

m� (S
�

j
) = m�(S

�

j�1) for k + 2 � j � i (note

also that, by the hypothesis, m�(S
�

i
) = 0).

Since ��(f!g) =
P

!2S
�

i

m�(S
�

j
) (and simi-

larly for �� ) we have then that

�� (f!g) = ��(f!g), 8! =2 S
�

k+1 n S
�

k
, while

�� (f!g) = ��(f!g)�m� (S
�

k
), 8! 2 S

�

k+1nS
�

k
.

By Proposition 4, m� (S
�

k
) � 0: this completes

the proof. �

Proposition 5 gives a criterion to identify pos-

sibilities which are not minimal with respect

to inclusion among those generated by (2).

The permutations which do not satisfy the hy-

pothesis of Proposition 5 constitute the set of

candidates to generate possibilities which are

minimal with respect to inclusion, de�ned as:

MC = f� : if, for some k < i,

F�(i) � S
�

k
^ F�(i) 6� S

�

k�1

then (F�(i) n S
�

k�1) = (S
�

k
n S�

k�1)g.

We can now investigate the relationships be-

tween the possibilities generated by permuta-

tions in MC and those generated by (1).

Proposition 6 For any permutation � 2
MC there is a permutation � of atoms such

that m�(A) = m�(A), 8A 2 2
.

The proof can be obtained by building � in-

ductively. As for the basis case, considering

the �rst set in �, S
�

1 , by de�nition of MC, it
holds that: @F 2 F : F ( S

�

1 .

Therefore for any permutation � such that

!�(i) 2 S
�

1 , for 1 � i � jS�1 j we have that

m�(E
�

j
) = 0, for 1 � j < jS�1 j, E

�

jS
�

1 j
= S

�

1 and

m�(E
�

jS
�

1 j
) = m�(S

�

1 ).

Now assume inductively that there are p and

q (1 � p � N , 1 � q � jFj) such that:

E
�

p
= S

�

q and m�(E
�

p
) = m�(S

�

q );

8i; 1 � i < q;9j; 1 � j < p such that:

S
�

i
= E

�

j
and m�(S

�

i
) = m�(E

�

j
);

8j; 1 � j < p such that @i; 1 � i < q such that

S
�

i
= E

�

j
, m�(E

�

j
) = 0.

If S
�

q =
S
F2F F (this happens in particu-

lar, but not necessarily only, when q = jFj)
the inductive hypothesis coincides with the

thesis of the proposition. Otherwise let us

show that the above conditions hold also for

two indexes p
0
> p and q

0
> q, for a suit-

able choice of the permutation �. By de�-

nition of MC, there is a q
0
> q such that

S
�

q ( S
�

q0
, S

�

i
= S

�

q , for q � i < q
0, and for

any focal set F such that F 6� S
�

q ^ F � S
�

q0

it holds (F n S�q ) = (S
�

q0
n S�q ) = �. Let

p
0 = p + j�j. For any permutation � such

that !�(i) 2 �, for p < i � p
0, we have that

m�(E
�

i
) = 0, since there is no focal set in-

cluded in E�

i
but not in E�

p . Finally E
�

p0
= S

�

q0

and m�(E
�

p0
) = m�(S

�

q0
), since fF 2 F : F 6�

E
�

p
; F � E

�

p0
g = fF 2 F : F 6� S

�

q ; F � S
�

q0
g.

�



Conversely, it can be proved that among the

possibilities generated by (1), only those cor-

responding to one of the possibilities gener-

ated by a permutation � 2MC are minimal.

Proposition 7 For any permutation � of

atoms there is a permutation �
0 such that:

��0(A) � ��(A), 8A 2 2
 and 9� 2 MC,
such that ��0(A) = �� (A), 8A 2 2
.

Let us �rst identify the conditions under

which the mass assignment m� generated by

a permutation � of atoms coincides with the

mass assignment m� generated by a permuta-

tion � of focal elements. Let us denote by

F� and F� the sets of focal elements cor-

responding to m� and m�. It must be the

case that F� = F� and 8F � 2 F�
;8F � 2

F� : F � = F
� ) m(F �) = m(F �). Without

loss of generality, assume F� = fF �

1 ; : : : ; F
�

h
g,

with F
�

i
( F

�

j
if i < j and, correspond-

ingly, F� = fF �

1 ; : : : ; F
�

h
g, with F

�

i
= F

�

i
, and

m(F �

i
) = m(F

�

i
), for 1 � i � h. Recall that

each F
�

i
corresponds to a set E�

p and let us

de�ne the function s : [1 : : : h] ! [1 : : : N ]

such that p = s(i) i� E
�

p = F
�

i
. Clearly,

j > i ) s(j) > s(i). Analogously, each

F
�

i
corresponds to a set S

�

q and, we de�ne

r : [1 : : : h] ! [1 : : : jFj] such that q = r(i)

i� S
�

q = F
�

i
. Again, j > i ) r(j) > r(i),

moreover, F
�

1 = S
�

1 = F�(1) and F
�

h
= S

�

jFj
=S

F2F F . Letting F
�

0 = F
�

0 = ; and s(0) =

r(0) = 0, then for 1 � i � h, it must be the

case that m�(E
�

j
) = 0, for s(i�1) < j < s(i),

and also m�(E
�

j
) = 0, for j > s(h). Simi-

larly, for 1 � i < h it must be the case that

S
�

j
= S

�

i
, for r(i) < j < r(i+ 1).

Let us now show that for any mass assign-

ment m� generated by a permutation � of

atoms there is another permutation of atoms

�
� such that ���(A) � ��(A), 8A 2 2
, and

m�� = m� for some permutation of focal ele-

ments �. This will prove the thesis, since, ac-

cording to proposition 5, for any permutation

� of focal elements there is another permuta-

tion � respecting the desired conditions, and,

according to proposition 6, there is a permu-

tation �
0 of atoms such that m�0 = m� .

We proceed step by step in the construction

of �� and �. We will denote by ��
i
the permu-

tation produced at the i-th step. Each step

is related to a focal set F �

i
generated by the

original permutation �. The permutation �
�
h

produced at the (last) h-th step, in correspon-

dence to F �

h
, will coincide with the desired ��.

Let us consider the smallest focal set of m�,

namely F
�

1 (note that it does not necessarily

coincide with a focal set of m). Let then as-

sume the following de�nitions,

FS1 = fF 2 F : F � F
�

1 g, (FS
1 is not empty

by construction)

g(1) = jFS1j,
FS0 = ;, and FS1; : : : ; FSg(1) a sequence of

the elements of FS1 respecting the following

conditions:

@F 2 FS1 : F ( FS1;

@F 2 FS1 : ; 6= fF nUS1
i�1g ( fFSi nUS

1
i�1g

for 1 < i � g(1),

where: US1
j
=
S
1�i�j FSi, for 1 � j � g(1)

and US10 = ;.
To put it in other words, the sequence can be

built by selecting for each i a set FSi such that

the set di�erence between FSi and the union

US1
i�1 of all previous sets in the sequence is

minimal (with respect to set inclusion) among

the di�erences generated by all other sets not

yet included in the sequence.

A permutation �
�
1 can then be assigned fol-

lowing orderly the sequence FS1; : : : ; FSg(1):

for each FSj , !��1(i) are selected in any or-

der within FSj n US
1
j�1 for jUS1

j�1j < i �

(jUS1
j�1j+ jFSj nUS

1
j�1j). Considering the fo-

cal elements of the new permutation �
�
1 it can

be noted that, by construction, F
�
�

1
1 = US11 ,

F
�
�

1
2 = US12 , but it may be the case that

US1
i
= US1

i�1 for some i > 2 (this may hap-

pen when (FSj n US
1
j�1) = ;), therefore the

sequences of elements F
�
�

1
i

and US1
i
have not

necessarily the same cardinality: the elements

of F
�
�

1

i
(which are all distinct) are in one-to-

one correspondence with the distinct elements

within the sequence of US1
i
. Moreover, it may

be the case that US1
g(1)

6= F
�

1 , namely that

9! 2 F
�

1 : ! =2 FSi for 1 � i � g(1). In that

case, !��1(i) are selected in any order within

(F �

1 n US
1
g(1)

) for jUS1
g(1)

j < i � jF �

1 j.

Letting then !��1 (i)
= !�(i) for i > jF �

1 j it
holds that ��

�

1
(f!g) � ��(f!g), 8! 2 
. In

fact, by construction ��
�

1
(f!g) = ��(f!g),



8! =2 F
�

1 , while 8! 2 F
�

1 let us denote

mni
1(!) = maxfi : ! =2 US1

i
g i.e. the max-

imum index i such that ! is not included

in the corresponding US1
i
. By construction,

0 � mni
1(!) � g(1) and:

��(f!g)���
�

1
(f!g) =

P
F�US1

mni1(!)

m(F ) =

C(US1
mni1(!)

) � 0.

Up to the �rst jUS1
g(1)

j atoms, the permuta-
tion �

�
1 satis�es the desired requirement. The

corresponding � is given by the sequence used

in the construction of ��1 : F�(i) = FSi, for

1 � i � g(1). If F �

1 is the only focal set of

m�, we are done. Otherwise, let us examine

how a generic ��
i
can be obtained from �

�
i�1.

To this purpose we extend the notation intro-

duced above as follows:

FSi = fF 2 F : F 6� F
�

i�1; F � F
�

i
g,

g(i) = jFSij+ g(i� 1),

FS1+g(i�1); : : : ; FSg(i) a sequence of the ele-

ments of FSi such that for g(i�1) < j � g(i):

@F 2 FSi : ; 6= fF nUSi
j�1g ( fFSj nUS

i

j�1g
where

USi
j
=
S
1�m�j FSm, for g(i � 1) � j � g(i).

Note in particular that USi
g(i�1)

= USi�1
g(i�1)

.

In words, the sequence FS1+g(i�1); : : : ; FSg(i)
can be built by selecting initially within FSi

a set FS1+g(i�1) such that its set di�erence

with respect to USi�1
g(i�1)

= USi
g(i�1)

is mini-

mal, then computing USi
g(i�1)+1

and repeat-

ing, among those left in FSi, the choice of

a set such that its di�erence with respect to

the upgraded USi
j
is minimal. De�ne also

ulevel(i) = jUSi
g(i)
j, which corresponds to the

index reached in the construction of permu-

tation �
� at the i-th step. Finally, note that

the index reached in the construction of per-

mutation � at the i-th step is equal to g(i).

A permutation �
�
i
can then be assigned as:

for 1 � j � ulevel(i� 1): !��
i
(j) = !��

i�1(j)
;

for ulevel(i � 1) < j � ulevel(i), the se-

quence FS1+g(i�1); : : : ; FSg(i) is followed or-

derly: for each FSk, !��
i
(j) are selected in any

order within (FSk nUS
i

k�1) for jUS
i

k�1j < j �
(jUSi

k�1j+ jFSk n US
i

k�1j);
for jUSi

g(i)
j < j � jF �

i
j, !��

i
(j) are selected in

any order within (F �

i
n USi

g(i)
);

for j > jF �

i
j: !��

i
(j) = !��

i�1(j)
= !�(j).

In words, �
�
i
is built on �

�
i�1 by possibly

changing the positions only of the atoms in-

cluded in F
�

i
n USi�1

g(i�1)
, analogously to the

basis case.

Again, ��
�

i
(f!g) � ��

�

i�1
(f!g), 8! 2 
: by

construction ��
�

i
(f!g) = ��

�

i�1
(f!g), 8! =2

(F �

i
n USi�1

g(i�1)
), while 8! 2 (F �

i
n USi�1

g(i�1)
)

let us denote mni
i(!) = maxfj : ! =2 USi

j
g

i.e. the maximum index j such that ! is not

included in the corresponding USi
j
. By con-

struction, g(i � 1) � mni
i(!) � g(i)

Then, for these atoms, it holds that

��
�

i�1
(f!g)���

�

i
(f!g) =P

F*USi�1
g(i�1)

m(F )�
P

F*USi
mnii(!)

m(F ) =
P

F*USi�1
g(i�1)

;F�USi
mnii(!)

m(F ) =

C(USi
mnii(!)

)�C(USi�1
g(i�1)

) � 0 The permuta-

tion �
�
i
extends up to the �rst jUSi

g(i)
j atoms,

the satisfaction of the requirements. The

corresponding � is de�ned by the sequence:

F�(i) = FSi, for 1 � i � g(i):�
To complete the characterization of minimal

outer approximations we �nally need to prove

that all approximations generated by a per-

mutation � 2MC are minimal.

Proposition 8 For any permutation � 2
MC, @� 2 MC : �� 6= �� and �� is dom-

inated by or dominates ��.

First note that two permutations � and �

in MC give rise to di�erent approximating

possibilities only if 9i: S
�

i
6= S

�

i
. Con-

sider the minimum such index i, i.e. assume

S
�

j
= S

�

j
for 0 � j < i, and S

�

i
6= S

�

i
.

Then F�(i) 6= F�(i), moreover F�(i) = F�(j)

for some j > i and similarly F�(i) = F�(k)

for some k > i. By the properties of MC,
then (F�(i) n S

�

i�1) * (F�(i) n S
�

i�1) and, vice

versa, (F�(i) n S
�

i�1) * (F�(i) n S
�

i�1). We

have therefore (F�(i) n F�(i)) 6= ; and (F�(i) n
F�(i)) 6= ;. Consider now an atom ! 2
(F�(i) n F�(i)) and an atom !

0 2 (F�(i) nF�(i)).
Then, ��(f!g) > ��(f!

0g), since ��(f!g) =P
F 6�S

�

i�1
m(F ) >

P
F 6�S

�

i

m(F ) � ��(f!
0g)

and, in the same way, �� (f!
0g) > �� (f!g).

Moreover, ��(f!g) =
P

F 6�S
�

i�1
m(F ) =

�� (f!
0g). By suitable substitutions in the

above inequalities, we obtain: ��(f!g) >

�� (f!g) and �� (f!
0g) > ��(f!

0g):�



6 Conclusions

Let us summarize the results presented in the

paper. Denote outer(C) the set of consonant

outer approximations of a capacity C de�ned

on 2
 andminouter(C) the minimal outer ap-

proximations of C. Let � be the set of all

permutations � of atoms of 
 and N�(C) the

set of all the corresponding necessity measures

generated by (1). Similarly, let R be the set

of all permutations � of focal elements of C

and NR(C) the set of all the corresponding

necessity measures generated by (2). Finally,

let NMC(C) be the set of necessities generated

by permutations in MC. Then:
N�(C) � outer(C), by Proposition 2;

minouter(C) � N�(C), by Proposition 3;

NR(C) � outer(C), by Proposition 4;

NR(C) \ minouter(C) � NMC , by Proposi-

tion 5;

NMC(C) � N�(C), by Proposition 6;

N�(C)\minouter(C) � NMC(C), by Propo-

sition 7, and since minouter(C) � N�(C),

this implies minouter(C) � NMC(C);

by Proposition 8, NMC(C) � minouter(C),

and this �nally gives the desired characteriza-

tion: NMC(C) = minouter(C).

Apart from their theoretical interest, these re-

sults are applicable in the �eld of multi-agent

systems, since they provide a basis for in-

formation interchange among heterogeneous

software components [1]. In particular, the

proposed generalization applies to the case of

coherent imprecise probabilities [11], whose

consonant approximation has not been con-

sidered yet in the literature. An analysis of

the quality of the approximation produced is

among the directions of future work. In par-

ticular, while all elements ofNMC(C) are min-

imal with respect to inclusion, they are not

necessarily equivalent as far as additional im-

precision is concerned (as also pointed out in

[7] for belief functions). This issue, and the

relevant problem of de�ning algorithms for

computing approximations minimizing impre-

cision, will be considered in the next future.
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