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Abstract

In this paper we explore how the concept of full nonmonotonicity, introduced by the authors in a recent
paper, can be rdated to the classca and widdly accepted view of conditioning and belief revison which
has been axiomaticaly set up by Gardenfors [Gardenfors 88].

After recaling the concept of full nonmonotonicity and its importance for a correct modeling of many
practical reasoning Stuations, we show that the classical view of conditioning is unable to encompass dl the
Stuations that can be covered by full nonmonotonicity. Then we argue that a correct modeling of fully
nonmonotonic reasoning requires a subgantial extenson of the conceptual modd of conditioning. In
particular we remark the importance of an explicit representation for the concepts of uncertainty about the
applicability of a piece of knowledge and of reasoning attitude. Findly, we introduce a preiminary
reasoning formalism featuring the full nomonotonicity property.

1. Introduction

In the frame of reasoning under uncertainty, conditioning can be understood, in very generd terms, as the
activity of modifying in some way one or more of the beliefs currently held by the reasoner and, then, of
updating accordingly (dl) the other current beliefs.

In symbolic gpproaches to uncertain reasoning, the current belief state of the reasoner is represented by
symbolic vaues (eg., truth vaues of propostions in propostiond logic) and conditioning congdts of
modifying such symbolic vaues. On the other hand, in quantitative approaches, the bdief date is
represented by uncertainty quantifications (e.g., probability vaues associaed to events in probability
theory) and conditioning conssts of modifying such quantifications. The basic conceptud scheme of
conditioning is anyway the same: a locd modification of the current belief sate is introduced and then its
effects are propagated to the overdl beief state.

From a genera point of view, Gardenfors [Gardenfors 88] has introduced a systematic classification of
different types of conditioning, related to the different types of loca modification that can originate it. He
distinguishes three cases, namedly:

expanson, when anew belief isintroduced which does not contradict the previoudy held ones;

revison, when anew belief isintroduced which contradicts the previoudy held ones;

contraction, when one of the previoudy held beliefsis retracted.

For each one of the three cases defined above [Gardenfors 88] provides a set of postulates that should be
respected by areasoner in order to redize such kind of conditioning in a correct way.

Such pogtulates are defined for a generic symbalic gpproach, however their generdity has been widely
recognized and alows their gpplication dso to quantitative approaches. The relation with probabilistic



modelsis directly discussed in chapter 5 of Gardenfors book, but these postulates have aso been used as
a reference for other quantitative theories. For ingtance, in possibility theory, the definition of posshilistic
revison isin accordance with Gardenfors postul ates (see the very recent [Dubois and Prade 97]).
Katsuno and Mendelzon [Katsuno and Mendelzon 91] have extended Gardenfors classfication, by taking
into account the reasons why the modification is introduced. They distinguish two cases, namely:
the case where a modification is introduced because a new information has been acquired about a
world which is bedsicdly gatic;
the case where a modification isintroduced because a change has occurred (and has been noticed) in a
dynamic world.
The former case can be correctly represented using Gardenfors postul ates about revison and contraction,
wheress for the latter one Katsuno and Mendelzon introduce two new sets of postulates and two new
kinds of conditioning, called updating and erasure respectively.

Another classfication of conditioning is proposed in [Dubois et d. 96]. They refer only to the case of
acquisition of anew information (not consdering retraction) and divide the beliefs held by a reasoner in two
classes, namdly: factud evidence, that is information concerning the specific case & hand, and generic
knowledge, pertaining to the whole cdlass of possble Stuations. On the basis of this classfication, they
distinguish two types of conditioning:
focusing, that is conditioning the generic knowledge by the factua evidence; for ingtance, changing the
reference classfor an individud in the light of the evidences collected abot it;
revison, that is extending either factud evidence or generic knowledge (F-revison or G-revison,
respectively) by enforcing a new piece of information.

The am of this paper is to further explore the concept of conditioning, by exploiting the concept of full

nonmonotonicity recently introduced by the authors [Baroni et d. 974]. After reviewing and discussing the
concept of full nonmonoatonicity, it is shown how, in afully nonmonactonic reasoning context, the concept of
conditioning has to be generdized and extended with respect to exiging dassfications. In paticular, in a
fully nonmonotonic context, conditioning may be related to a modification of the adopted reasoning attitude
[Baroni et d. 97D rather than to a direct modification of the currently held beliefs. A preliminary version of
a formalism for uncertain reasoning which can correctly modd the activity of conditioning in a fully
nonmonotonic context is then introduced and its application to some smple examplesis discussed.

2. The concept of full nonmonotonicity

In generd, in any forma ressoning context, some generd rules are given that define how expressons
(which are the basic way to represent facts about the world) should be formed (for example, rules defining
Well Formed Formulasin alogic formalism). These rules dlow to generate the (possibly infinite) set E of dl
expressions one can consider when reasoning about a given fragment of the world.

At any stage of the reasoning activity, the st E can be partitioned in two classes: the class AE of
expressons for which a truth vaue (namdy, true or false in a two-vaued logic) has been explicitly
asserted (AE stands for asserted expressions) and the class UE of expressons to which a truth vaue has
not been explicitly ascribed (UE stands for unasserted expressions). The st UE includes both the
expressions to which it is actualy impossble to ascribe a truth vaue, for ingance due to a lack of
information, and the (very numerous) expressons which are not consdered in the reasoning activity, though
ther truth vaue could be derived given the available information (for instance, if a proposition P is asserted



to be true, adso any expression of the type p U ¢, could be explicitly asserted to be true, but, of course,
the bothersome and usdless activity of deriving al these assartionsis normaly avoided).

Moreover, the class AE can be further partitioned in two subclasses, the class TE of expressons whose
asserted truth value istrue, and the class FE of expressions whose asserted truth valueis fal se.

Each step of the reasoning activity can be seen, in genera, as amodification of the partitions defined above,
which moves one or more expressons from a class to another one. In monotonic reasoning, this
modification is dways and only the shift of expressonsfrom UE to AE.
Infact, classca logicd formdisms satisfy a property caled monotonicity, which, in a restricted form, can
be defined as follows:
given three different sets A, B, C of expressions, if A |- B, then (A E C) |-B.
The monotonicity property implies: (i) that asserted expressons can not revert to unasserted and (ji) that
the truth value ascribed to an expression can not be changed. So the monotonicity property implies both
that the set AE is monotonically growing and that there are no cross shifts between TE and FE.
That being stated, an gpproach can be defined nonmonotonic, in generd terms, if it fails to satisfy either
one of the properties (i) and (ii) entailed by monotonicity. Therefore, in a nonmonotonic reasoning context,
we can define two types of nonmonotonicity (denoted as AU- and TF-respectively):
aressoning formaism is said AU-nonmonotonic, if it alows an expresson to move from AE to UE;
areasoning formdism is said TF-nonmonotonic, if it alows cross movements of expressons between
TE and FE.

It is then possible to define the property of full nonmonotonicity as follows: a reasoning formalism is sad
fully nonmonotonic, if it isboth AU-nonmonotonic and TF-nonmonotonic.
Asit has been shown in [Baroni et d. 97a], most approaches to defeasible reasoning presented in literature
are only TF-nonmonotonic. In fact in such approaches, including default logic [Reiter 80], nonmonotonic
logic [McDermott and Doyle 80] and autoepistemic logic [Moore 88|, the modification of a previoudy
asserted expression requires necessarily that the opposte truth value is explicitly asserted.
However, in many cases, common sense reasoning features the full nonmonotonicity property, so that TF-
nonmonotonicity comes out to be apartid and insufficient mode of practica reasoning activity.
In general it can be dtated that:
TF-nonmonatonicity captures the Stuations where the acquisition of a new piece of information alows
us to rectify an erroneous assertion, by modifying the asserted truth value;
AU-nonmonotonicity captures the situations where the acquisition of a new piece of information shows
that we are more ignorant than we believed to be and therefore urges us to unassert a previousy
asserted expression.

In [Baroni et d. 97a] we present a somewhat picturesque example (cdled "the ill secretary example')
where we show how, in a common sense reasoning context, both TF and AU-nonmonotonicity are
present. In a nutshdl, the example runs as follows: by default you believe that your secretary will come at
work today, so you include its coming among the expressions asserted as true and arrange your plans
under the hypothesis that she will actualy come. If you learn that yesterday night she had an accident and
broke her leg, you redize that she will not come (TF-nonmonotonicity), and rearrange your plans in order
to take into account her absence. On the other hand, if you learn that yesterday she was feverish you are
now less inclined to believe that she will come but you are dso not sure that she will not. In this case you
are completely uncertain about her coming (and therefore dso about the best arrangement of your plans):
this is a case of AU-nonmonotonicity and can be correctly modeed only by making unasserted the
eXpression concerning secretary's coming.



This example concerns a common, trivid Stugation, however it is not difficult to devise the need of AU-
nonmonotonicity also in more serious reasoning contexts. For ingtance, suppose that a physician has
founded its diagnosis about a patient on athe interpretation of a given set of symptoms, and that then a new
symptom emerges that was not expected on the basis of the previous diagnosis. In this case the previoudy
asserted diagnosis is questioned, but aso excluding it on the basis of the new symptom is not correct.
Smply, the new symptom shows that previous diagnoss was not so certain as it seemed to be
(unfortunately, this happens very often in practice) and that such diagnosis should therefore be unasserted
(which is very different from denying it) until a new interpretation has been formulated coherent with dl
Ssymptoms collected.

Many other examples of AU-nonmonotonicity can be easly formulated covering many gpplication domains
(just think about finance or about military srategies) and sharing the same main feature: sometimes the new
information we acquire may reduce the set of expressons we are able to assert.

In other words, there are cases where we retract one of our previous conclusions not because it has to be
replaced by amore reliable one, but because we are unable to draw any conclusion.

It may seem a little bit paradoxicd that the acquisition of new information reduces the scope of our
deduction capability. However, the ill secretary example shows that this case can be found even in very
smple examples of common sense reasoning. Moreover, the paradox reveds to be only apparent if one
conddersthat, so in this case, the acquisition of new information increases our knowledge. Smply, in this
case the new piece of knowledge we learn is our inability to make deductions. In fact, learning that we are
ignorant about something, definitely increases our globa state of knowledge, that includes both what we
know and what we know to ignore.

3 Conditioning and full nonmonotonicity

After having introduced the concept of full nonmonctonicity, we explore in this section how it can be
related to the concept of conditioning and which new requirements it introduces with respect to current
conditioning methods.

In order to limit the scope of the discussion, we focus here on the case where conditioning is related to the
acquistion of a new piece of factud evidence about a satic world Stuation (caled revison in the
terminology of [Gardenfors 88] and F-revision in the terminology of [Dubois et d. 96]).

3.1 A fundamental limitation

In the traditiona view of conditioning, presented by [Gardenfors 88] (and inherited from a consolidated

research trend [Harper 77] [Levi 77]), the revision of a belief set BS by the addition of the beief in a
proposition A, is stated to be equivaent to the sequence of a contraction and an expansion, namely the

contraction of BSwith respect to @A, and then the expansion of the resulting belief set by the assertion of

A. Thisis fully coherent with the classicd view of TF-nonmonotonicity. In fact, it is possble to show that

such equivaence holds only when the new piece of information entalls the negation of a previoudy held

beief.

Congder the contraction operator as characterized by [Gardenfors 88]: the contraction with respect to a
proposition P congsts of retracting (unasserting) the proposition P itsdf dong with dl those propositions

thet entail P. Thisdefinition is justified by the fact thet if one would not unassart the propostions entailing P,

P would be asserted again, due to deductive closure.



It should be noted that contraction is a honmonotonic operator per se, snce the "unassartion” of a
proposition violates the monotonicity property. Moreover, contraction is an AU-nonmonotonic operator,
since the effect is to make unasserted some previoudy asserted propostions. Therefore if a reasoner
decides spontaneoudy to gpply a contraction to its belief state, such operator readlizes a form of AU-
nonmonotonicity.

However the cases of AU-nonmonatonicity we have considered in the previous section are a little bit
different. It is the acquisition of a new piece of information, not just a spontaneous decision, that prompts
the reasoner to retract some of its previoudy held beliefs.

A correct modding of this kind of Stuations should involve therefore the execution of AU-nonmonotonic
operations in the context of belief revison, namely in the context of the execution of the operator thet is
devoted to revise previous beliefs when anew oneis acquired.

Revison is, by definition, a nonmonotonic operator. However, as we will show, in the definition provided
by [Gardenfors 88] the revison operator is only TF-nonmonotonic and is therefore unable to satisfy the
need for AU-nonmonotonicity expressed above.

In other words, it might be stated that this traditiond definition of revison limits (and, in a sense, wadtes) the
modeling capabiilities provided by contraction operator, which is AU- nonmonotonic.

Before demondrating this assertion, it is necessary to recal the main properties of the third operator
introduced by [Gardenfors 88], namely expansion.

Expansion of a bdief st BS with respect to a propostion P is, by definition, a monotonic operator which
consists of deriving the deductive closure of P U BS. By dfinition, in the case of expansion, P does not
contradict BS, so the operator is guaranteed to be monaotonic.

We are now ready to recal the fact that in a traditiona view [Harper 77] [Levi 77] [Gardenfors 88],
revison operator is stated to be equivaent to a sequence of a contraction and an expansion.

More formdly, given abdief st BS and a proposition P to be added to BS as asserted, it is Sated that:
revison(BS, P) = expansion(contraction(BS, @ P), P).

In the light of the considerations presented above, it appears that in the gpplication of the revision operator,
a first step involving AU-nonmonotonicity is provided by the contraction operator, which taekes care of
unassarting a given set of propostions.

The subsequent expansion operator is monotonic with respect to the results of contraction but is TF
nonmonotonic with respect to the origina belief set BS, since the expansion of the contracted set may lead
to assert the truth of some propositions that were asserted asfasein BS.

So, a afirgt glance, it seems that both AU- and TF-nonmonotonicity are encompassed by the classica
definition of revison. However, a more accurate examination shows that only TF-nonmonatonicity is
actualy captured by this approach.

In fact the explicit god of the operation revision(BS, P) is assarting P. So the contraction of @P is bound
to be followed by the assertion of P:if @P was not asserted, we have smply a case of monotonic
expanson of P, if instead @P was previoudy asserted, we have a case of TF-nonmonotonicity snce P
becomes true from false.

Therefore, only TF-nonmonotonicity can be achieved in the dasscd view of revison as far as P is
concerned.

Wheat can be said now about other propositions retracted during the operation of contraction(BS, @P) ?
These propostions are those which entail @P and, of course, are retracted only if they were previoudy
asserted. When the subsequent expansion is performed, P is asserted and its deductive closure is derived.



Reconsider now that the propositions retracted in the contraction phase was those entailing @P. Now,
from the assertion of P and from the entaillment relaion, we can derive, by modus tollens that the
previoudy retracted propodtions must be fdse. Therefore, dso for these propostions, only TF-
nonmonotonicity is possblein aclassica revison context.

In conclusion, the discussion above shows that the classical view of revision is strictly bound to the concept
of TF-nonmonotonicity and is unable to capture any form of AU-nonmonotonicity.

In other words, in such view the acquisition of a new piece of information is bound to cause ether a
monotonic expansion or a TF-nonmonatonic revision of previoudy held beiefs.

However, this is not the most general case, since it may happen that the newly acquired piece of
information implies that a previoudy held belief becomes unknown, rether than being denied, as we have
discussed in section 2. In this case, the equivalence:

“revision = contraction + expansion”

which is one of the cornerstones of the classica theory of conditioning, does not hold any more.

This means that the classicd theory of conditioning should be modified and extended in order to cover dso
the case of fully nonmonatonic reasoning.

3.2 Reguirementsfor atheory of fully nonmonotonic conditioning

We claim that such modification requires a substantia extension of the conceptua background underlying
the theory, rather than an adjustment concerning merely technica detalls.

The key point conssts of providing a suitable representation for the fact that a new information implies that
a previoudy hdd belief becomes unknown. This seems very difficult to accomodate in a classcd
knowledge representation framework, where implication between propositions is the only way to represent
rel ations between the truth values of different propositions.

The assartion of animplication relation A® B introduces some congraints between the truth values A and
B may assume. In practice, if Aistrue, B is condrained to be true, wheress if Bis false, A is congrained
to be false.

Now one could be tempted to introduce a Smilar representation in order to encompass the fact that the
assertion of a previoudy unasserted proposition constrains another proposition to become unasserted. In
this way, AU-nonmonatonicity could be explicitly encompassed by a properly defined and non standard
implication relation, where this relaion introduces at least the congtraint thet if A istrue then B isunknown.
However the introduction in a classica framework of such a new type of implication stating that "A=true
implies B=unknown" is technicaly difficult, practicaly disadvantageous, and, most importantly,
conceptualy incorrect.

First of al it hasto be noted that, rigoroudy speaking, true and false are truth values, whereas asserted

and unasserted(unknown) are not truth values but assertion states, which represent the opinion of a
reasoner about a proposition.

Recalling that a proposition is intended to represent a fact about a reference world (either the "red™ world

or an abstract one, such as the world of numbers) true and fal se represent the two possible states allowed

for the consdered fact in the reference world. If this fact may have more than two states, we have to adopt

amulti-vaued logic rather than a binary one.

Implication relations (and any other form of relationa knowledge) represent congtraints holding among truth

vaues (that is among daes of facts) in the reference world. In a sense, such rdations limits the

arrangements of truth values that may occur in the reference world. So ardation "A implies B' represents a
condraint excluding the worlds where A istrue and B isfal se.



In absence of any knowledge and information, any world should be considered possible and any world
could be the actud one (of course, at least in "red" world, there exists exactly one state of affairs at a given
time ingant). A reasoner, however, is normaly interested to have at least a reasonably accurate idea about
what the actual world is. The reasoner has therefore to acquire and exploit both generic knowledge and
specific information concerning the actua world in order to restrict the set of worlds to which the actud one
belongs.

Both generic knowledge and specific information are a private asset of the reasoner and represent what the
reasoner believes about the world: we will cal therefore the set of knowledge and information possessed
by the reasoner the belief state of the reasoner. Of course different reasoners, sharing the same reference
world, may have very different knowledge and information abouit it (and this is indeed the case in many
practical Stuations).

It has to be remarked that both knowledge and information are not a property of the world but of the
reasoner. It is the reasoner that takes the responsbility of the correctness of the knowledge and of the
information he uses.

In asmple setting not including learning capatilities, we can assume that knowledge is an a priori asset of
the reasoner, whereas pieces of specific information are dynamicaly asserted (as true or fase) and
unassarted within its belief state. Therefore, within the bdief State of the reasoner, a piece of specific
information (let say, a proposition) may have two assertion states, namdy asserted and unasserted, that
are redly different from the truth values, namdy true or false it may have in the actud world. The
difference can be further remarked by the fact that the state asserted admits a further specification since a
proposition may be asserted astrue or as false.

In this context, the a priori knowledge, whose basic meaning is to represent a condtraint existing in the redl
world, aso constrains the assertions a reasoner may make (at least as far as the reasoner does not want to
contradict its knowledge). In fact, if areasoner knows that, in the real world, A implies B and, at the same
time, assartsthe truth of A inits belief Sate, it is dso congrained to assert that B is true in its belief Sate,
because the believed world(s) must be coherent with its knowledge or, in other words, the set of believed
world(s) must be included in the set of the possible ones. Therefore, these congtraints drive the reasoner's
reasoning activity and in particular the activity of conditioning: in fact, once the reasoner introduces a loca
modification in its belief gate, it isforced to globaly modify it in order to repect these congtraint and a the
same time the genera principles expressed by conditioning postulates. However, it should be clear that,
even though the condraints provided by knowledge also affect reasoner's assertions, their basic nature is
that of representing condraints holding among truth vaues in the red world, not condraints among
assertionsin the believed world.

After this discussion, it should dso be clear that the state of unasserted (or unknown) of a proposition
concerns the believed world and that, strictly spesking, it is not a truth value. Therefore, areation such as
"A= true implies B=unknown" is clearly improper and conceptually incorrect sSince it introduces an undue
congtraint between two very different objects: atruth value and an assertion State.

In order to encompass full nonmonotonicity, one could then hypothesize to introduce a different kind of
condraint, involving assertion states only, such as "A=asserted(true) implies B=unknown".

Technicd difficulties related to the proper definition and use of such kind of congraint can easly be
imagined. However, most importantly, this kind of congiraint would not solve the problem anyway.
Reconsder the ill secretary example: in this case we want to unassert the fact that she will come, because
we learned that yesterday she was feverish. However, if we see her coming in, wrapped up in a wool
shawl, we redize that she was and is ill feverish but that she has decided to come anyway: in this case the
fact that she was (and is) feverish remains assarted, but the question concerning her coming is not unknown
anymore. Of coursg, this can not be captured by the congtraint presented above. Moreover, we might also



learn that the secretary is feverish from hersdf, after she arrives regularly a her default hour. Also in this
case the new information does not make her coming unknown, since sheisdready in.

These smple examples show that the reason why a new information NI (in the example, the fact that the
secretary was feverish) induces to unassert a previoudy held belief PB (in the example, the bdief in the
presence at work of the secretary) does not lie in a direct relation between NI and PB: in some cases NI
does actudly affect PB and in other cases it does not. As the examples show, this depends on the reason
why PB is hdd: if PB was based on default knowledge, NI affects it, wheress if it based on other
judtifications (for instance direct evidence), NI does not affect it anymore.

Therefore, the impact of NI on the previoudy held beiefs should be rdated to the effect NI has on the
knowledge used to deduce PB and, in particular on the gpplicability of such knowledge to the Stuation at
hand. In other words, the acquisition of NI may reved to the reasoner that the knowledge used to derive
PB is no more gpplicable to the case at hand. So, when PB was derived from default knowledge, (the fact
that normally the secretary comes everyday), NI reveds that we are in a Stuation of exception, where
default knowledge does not gpply. On the other hand, if PB was derived from direct evidence (or from a
piece of knowledge that does not admit exceptions) NI has not asignificant impact on it.

3.3. A conceptual model for full nonmonotonicity

Such kind of reasoning mechanism may be correctly modeled by introducing an explicit representation for
two concepts:
the uncertainty about the applicability of agiven piece of generic knowledge to a specific individud;
the reasoning attitude, either evolutive or conservative, that may be adopted in the use of a piece of
uncertain knowledge.

Detailed discussions about these concepts and their relation with nonmonotonic reasoning can be found in a
sequence of papers [Baroni et a. 95] [Baroni et d. 96] [Baroni et d. 97b] and are quickly summarized
here for the convenience of the reader.

Uncertainty about the applicability of a piece of knowledge (let us say, of arule for the sake of brevity)
arises from the fact that there are exceptions to this rule and thet it is practically impossible to enumerate
and explicitly represent dl the exceptions in the premise of the rule. Therefore, the premise of the rule is
inherently ill-stated and, even if the properties of an individua metch the premise of therule, it isnot certain
that the rule can be gpplied to the individud. In other words, we are Smply unable to articulate dl the
conditions (that indeed exist) that make the rule gpplicable to a specific individud, ether because they are
too many and too intricate or because they are (partiadly) unknown. We cdl this type of uncertainty, that
affects the applicability of ardation, A-uncertainty.

Since A-uncertainty concerns the gpplicability of a given chunk of knowledge to an individud, it may be
considered as a property of the pair (knowledge, individual). Therefore it depends both on the features of
knowledge and of individuas, so0 that it is possble to imagine, in principle, a different A-uncertainty
assessment for each individual to which a given chunk of knowledge has to be gpplied. Moreover, as long
as new information about the individua is acquired, it is possible to adjust the assessments of A-uncertainty
relevant to the rules gpplicable to the individud.

The concept of A-uncertainty can then be related to the one of reasoning attitude. In fact, the cases in
which a rule does not gpply may be regarded by assuming either a conservative or an evol utive attitude.
In fact given arule R, anindividud x and the fact that we may be uncertain either the rule applies to x or
not, we may wonder: what should we believe about the cases where R does not apply to x ?



Two answers are possible:
according to a consarvative attitude: we know nothing about X,
according to an evolutive attitude: we know that the consequent of the rule isfase for x.

The relation between A-uncertainty, reasoning attitudes and full nonmonotonicity is now straigthforward.
Infact, in presence of arule R affected by A-uncertainty and of an individua x whose properties match the
premise of the rule, the reasoner may draw some conclusion about X which are defeasible, in the sense that
the acquigtion of a new piece of information may reved that the rule was not actually gpplicable to x and
that therefore the consequences of the application of the rule have to be properly revised. Therefore the
presence of A-uncertainty causes the need for nonmonotonicity.

In fact the acquisition of new information about the individua X may reved that there is an exception to the
rule and therefore the gpplicability of Rto x is affected .

Then the gpplication of the rule has to be reassessed, sdecting the most suitable reasoning attitude (either
evolutive or consarvative) about this exceptiona Stugtion.

The attitude sdection alows to encompass both types of nonmonotonicity. In fact, the evolutive attitude
corresponds to TF-nonmonotonicity, since the consequent, previously asserted as true, is now asserted as
fdse. On the other hand, the conservative attitude corresponds to AU-nonmonotonicity, since the
previoudy asserted consequent is then regarded as unknown.

The sdection of the proper attitude depends, of course, on the nature of the exceptiond dtuation the
reasoner is actudly facing and has to be driven by domain dependent criteria. Such criteria have to be
explicitly encoded within the reasoner's knowledge base in order to properly manage exceptiona stuations.

Referring to the ill secretary example, the default rule that she will come is applied with an evolutive atitude
in absence of more specific information.

If we learn that she has a broken leg, we redize that we are dealing with an exceptiond Stuation, namely
our belief in the applicability of the rule suddenly decreases, and we adopt an evolutive attitude with respect
to this exception: the secretary will not come.

On the other hand if we learn that she was feverish, again we redlize that we are dealing with an exceptiona
Stuation and our belief in the applicability of the rule decreases, but this time a conservative attitude is more
suitable: secretary's coming is now an open question and so remains unasserted.

The use of the new acquired information to select the proper reasoning attitude introduces a new viewpoint
about the concept of conditioning. In fact, in our proposal, conditioning does not affect only the results of a
reasoning process, but, ingteed, it may aso modify some parameters affecting the way the reasoning
processis performed.
In particular, the acquisition of new information about an individua x may affect:

the belief in the applicability to x of the rules that were previoudy applied to it;

the reasoning attitude concerning the same rules.

It isin asubsequent step, when the modifications of these parameters are put at work, that we obtain aso a
modification of the propositions concerning x and previoudy derived using these rules.

So conditioning is regarded, in our view, as atwo steps activity: the first step involves the readjustment of
some reasoning parameters, the second one involves the production of modified results in accordance with
the adjusted parameters. This view contrasts with the classica one, where conditioning is regarded as the
activity of modifying reasoning results, in the light of new information, using a fixed reasoning scheme,

Our approach is therefore more flexible and offers severd advantages. Among the most significant ones we
mention that:



it dlows a conceptudly richer and cognitively plausble modeization of the overdl activity of reasoning
under uncertainty. A more articulated knowledge representation is provided, including A-uncertainty
and reasoning atitudes, which seems very suitable to capture some common, but often neglected,
agpects of reasoning under uncertainty.

it is able to provide a draightforward representation for the concept of full nonmonatonicity which
ingtead can hardly be included within other conditioning paradigms.

A detailed comparison of our gpproach with other conditioning paradigms is beyond the scope of the
present paper and will be the subject of future works.

4 A formalism for conditioning in a fully nonmonotonic context

In this section we introduce a quantitative formalism for representing conditioning activity in a fully
nonmonotonic context. The formalism can support al the conceptua aspects discussed in section 3 and
condtitutes a subgtantial advancement with respect to the preliminary formulation presented in previous
papers (see for instance [Baroni et al. 97a] [Baroni et a. 97hy).

Anyway, the proposd presented here has Hill to be consdered as prdiminary and ams more to
Subgtantiate some basic ideas than to definitdy introduce a new generd and well-settled formaism for
uncertainty management. For the sake of smplicity, we assume that facts about individuas are represented
by propositions and that relations are represented in form of IF-THEN rules.

The formaism is based on the definition of a proper representation of four basc dements namely
uncertainty about propositions, uncertainty about the gpplicability of a relaion to an individua, reasoning
attitudes, and uncertainty propagation mechanism.

4.1 Quantified propositions

Firg of dl, let usintroduce the concept of belief: a belief is an evidentia judgement about the credibility of
the truth vaues ({true, false} in the case of ordinary two-vaued logic) assgned to a proposition. Beliefs
may assume vauesin an ordered set of belief degrees. For the sake of smplicity, we assume here the redl
interva [0, 1] asthe set of possible belief degrees.

It is important to underline that, in our proposd, the concept of belief degree is rdated to the intuitive
concept of "amount of evidence" supporting the credibility that a certain proposition should have a certain
truth value. So, given an available body of evidence E, if bel (P1, true) is zero, this means thet there is null
(or negligible) evidence supporting the credibility that propostion P1 has the truth vaue true, and this is
totally different from excluding thet true is a possible truth value for P1. Smilarly, bel g(P1, true)=1 means
that available evidence fully supports the credibility that proposition P1 has the truth vaue true, and this is
again totdly different from being absolutdly certain thet true isthe correct truth value of P1.

If we now consder a proposition and compute the belief degrees for dl its possible truth vaues, we obtain
aglobd representation of the uncertainty about which truth value should be assigned to the proposition, on
the basis of the available evidence. Therefore, given a proposition P1 and a body of evidence E, the belief
stateof P1 under E, denoted by bels(P1), isthe pair:

(bele(P1, true), bel(P1, false), (say (btp1, bfpy) for short).
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The belief state represents how much one is authorized to believe in the association between a given
proposition and its possible truth values, on the basis of the available evidence. A proposition accompanied
by the relevant bdief state is caled a quantified proposition: more formally, for any propostion P1, the
pair (P1, belsg(P1)) isaquantified proposition.

We remark that the two components of the belief state are completely independent: al couples of vaues
are possible. This choice contrasts with many uncertainty theories ranging from probability theory, to belief
functions theory, to possbility theory, where uncertainty quantifications relevant to the truth and to the
fadty of the same propostion are not independent, since they are subjected to more or less redtrictive
mutual congraints. However our choice alows a richer expressiveness and is especidly apt to represent
uncertain Stuations where multiple evidences, arisng from independent sources, have to be taken into
account, possibly giving rise to strong contradictions (a Smilar representation has been proposed in
[Benferhat et a. 95]).

For a better understanding of the concept of belief state, we can consider the concept of belief plane. The
belief plane is the Catesan plane of dl possble bdief dates of a generic propodtion P: the x-axis
represents the possible values of btp, and the y-axis the possible vaues of bfp. Both the x-axis and the y-
axis range on the interval [0..1] and a belief state bels(P) is represented by a point in the belief plane.
Four points in the belief plane are worth specid attention, since they convey a clear intuitive semantics,
namdly:

the B point (1, 0) means "totaly believed"

the D point (0, 1) means "totaly dishdieved"
the U point (O, 0) means "totaly unknown'

the C point (1, 1) means "totaly contradictory”.

In fact, the beief gate (1, 0) means that the available evidence fully supports the truth of the propostion
and that there is no evidence supporting its fagty: therefore we should be fully convinced, on the basis of
the available evidence, that the proposition istrue. Similarly, the opposite conviction will be represented by
the point (O, 1). Moreover the belief state (0, 0), which indicates the absence of evidence both supporting
the value true and the vaue fal se, represents a state of total ignorance about a proposition (due to a lack
of evidence). On the contrary, the belief sate (1, 1) means that there are, for any reason, strong evidences
for both the vaues true and false, and the situation is contradictory. Of course, dl intermediate Stuations
are possible, since the two components of a belief Sate are independent.

4.2 Uncertainty about the applicability

The concept of belief state can be extended to the property of applicability of arule to an individua. Given
aproduction rule R, anindividud X, we define a predicate applicable(R, x) which express the fact that x is
included in the st of individuals to which R correctly applies. Given a body of evidence E, the reasoner
may believe a a given extent that R has to be applied to x.

Therefore we can mode! this Stuation through a belief state belse(applicable(R, x)), that isthe pair

(bel g(applicable(R, x), true), bel g(applicable(R, x), false)), say (btapp(r.x): Bfapp(r,x)) for short.

Of course, if the body of evidence changes and we acquire new information about X, aso the belief about
the applicability of the rule to x may change. Therefore belsg(applicable(R, X)), should be regarded as a
dynamic entity, whose vaue is subject to change as far as new information is acquired during the reasoning
Process.

11



4.3 Reasoning attitude

As explained above, dso an explicit representation of reasoning attitudes is required. In the smplest way,
the attitude concerning the application of arule Rto anindividua x can smply be represented as a dynamic
property attg(R, X) which can assume two vaues, E (evolutive) or C (consarvative). The initid reasoning
attitude, whose vaue may be assgned by default, can be modified if new specific information about the
individud is acquired.

4.4 Uncertainty propagation and conditioning

We concentrate here on the smple case of a Sngle proposition whose bdief state has to be dynamicaly
readjusted according to the acquisition of new information. Following the definition presented in section
4.1, the belief state of a proposition is conceived as a mobile point on the belief plane.

In absence of any relevant information, the belief state of a proposition P lieson the U point, representing a
date of full ignorance.

When anew piece of information arrives, affecting the belief state of P, the position of P has to be modified
accordingly within the belief plane.

The basc mechanian for this modification is ingpired to a soring modd: the resulting belief date is
concelved as an equilibrium point between different points of atraction, each one connected to the
equilibrium point by an dadtic spring. Aswe will explain in the following, the position of the attraction points
and the dagtic congtant of the spring are determined by the different uncertainty quantifications involved in
the reasoning step and by the adopted reasoning attitude.

Now given an individud x and arule R=IF prop(x) THEN cons(x), we have to define how the belief
state belsg(cons(x)) can be determined gating from the initid belief dtates belsg(prop(x)),
belse(applicable(R, x)), and from attg(R, X).

It is important to note that we do not face here the very important problem of how such initid belief sates
are derived from the available evidence. Evidence interpretation is a very important and complex task,
which is however far beyond the limits of this paper. In a very smplified setting, we can assume that the
reasoner is endowed with domain-specific knowledge that dlows it to directly map collected evidence into
theseinitid belief Sates.

We will now discuss how these belief states are individualy trandated into our spring mode by examining
the role played by their components in determining the belief state of the consequence.

Let uscondder firgt of dl the premise of the rule: intuitively the higher the belief in the truth of the premiseis,
the higher the belief in the truth of the consequence should be. To say it in other words, the belief in the
truth of the consequence should be equad to the belief in the truth of the premise, if there are no reasons to
decresse it.

On the other hand, the belief in the falSity of the premise attracts the belief in the consequence towards the
U point, since, if the premiseisfase, the rule is not relevant for the individua and therefore nothing can be
said about the consequence.

We can model therefore the effect of bty op(x), Bfprop(x) i the following way. An attractor is positioned
on the belief plane in correspondence with the point A1=(bt,, op(x),0) and another attractor is positioned in
correspondence with the point U=(0, 0). The vaue of the eastic constant of the soring fixed in Al is
btorop(x), Whereas the vaue of the astic congtant of the spring fixed in U is bfpqp(x). In this way we
obtain afirst point of equilibrium: E1 = (bt2,; op(x) tpropx)* Bfprop(x): 0)-

El isin an intermediate position between Al and U and is closer to either of the two point depending on
the ratio between bty op(x), and bfprop(x)-



In the following we will use the short notation (X, Yg) to denote the values of the coordinates of apoint E.

Now we have to start from E1 and take into account belse(applicable(R, X)) and attg(R, X) in order to
determine the fina equilibrium point for bels(cons(x)).

Intuitively if thereisafull belief in the applicability of the rule (thereisfull bdief thet x is anorma individua
rather than an exception) the resulting point should be E1 itsdlf. Otherwise, if the belief in the gpplicability of
the rule is not full (that is, btapprx) < 1) our belief in the truth of the consequence should decrease. This
fact can be represented by a decrease of the first coordinate of point E1 proportiona to the lack of belief
inthetruth of btapp(r x) - We obtain therefore a point

E2= (Xg* btapp(r.x): 0)-

The E2 point would coincide with the final equilibrium point EF if we had no reason to believe that x is
actudly an exception, thet is if bfapnr x) Were 0. Otherwise, the belief in the fasity of the applicability
determines the presence of a further atractor. The postion (and therefore the role) of this attractor
depends on the actua vaue of the reasoning attitude. If the reasoning attitude is conservative we don't want
to make any assertion about the consequence in the case x is an exception. Therefore, the attractor in this
cae is pogtioned in the point U=(0, 0). On the other hand, if the reasoning attitude is evolutive, we want to
explicitly state thet, in the case X is an exception, the consequent is false. Therefore the attractor should be
in some position A2=(0, y,,) with y,, > 0. An intuitive consideration leads to date that y,, =
btorop(x)* Bfapp(r,x)- IN fact, asthe belief in the truth of the consequence should not exceed the belief in the
truth of the premise when the individua is normd, in the same way the bdief in the fdsty of the
consequence when the individua is an exception should not exceed the belief in the truth of the premise
(recdl that if the premise is not believed, nothing should be said). Moreover, if bfpnr x) IS not full, the
belief in the falsity of the consequence should be decreased accordingly.

Therefore, findly a spring is fixed to E2, with elastic constant bt,pp(r,x), ad another spring, with elastic
congtant bf 4R ) isfixed ether in U or in A2 depending on the actua reasoning attitude.

The equilibrium point EF between these two springs represents the find belief state of the consequence of
therule

When a new piece of information is acquired, it may affect any of the parameters used to determine EF
(including the reasoning attitude). In this case after the parameters have been adjusted, a new equilibrium
point can be calculated: the displacement of this point represents the impact of the new piece of information
on previous belief.

Thisformdism is able to support full nonmonotonicity in anatura way.

Recdling the secretary example, suppose you have a default rule RL = "IF today is a working day THEN
the secretary will come’. Suppose you are sure that today is a working day for your secretary (she is not
on pad holidays, otherwise you would know it) and that you have an dmos full belief that the rule is
gpplicable. Therefore you have bels(workingday(today)) = (1, 0) and bels(applicable(R1, today)) =
(0.99, 0).

Thevaue of bels(applicable(R1, today)) can be explained as follows: there is no evidence supporting the
fact that today should be an exception (so the belief in the fasty of the gpplicability is 0), however your
belief in the truth of the applicability can not be full, Snce you can not be definitdy sure that nothing
prevents the secretary to come.

In this case the first belief state you obtain about secretary’'s coming is (0.99, 0), expressing a very strong
conviction that she will arrive.

After awhile, you may learn that she has a broken leg: the belief in the truth of the applicability goesto zero
aswdl asthe beief in the fa Sty of the gpplicability raisesto 1, and your etitude in this case is evolutive (of

13



course the relaion between a broken leg and these parameter modifications should be properly encoded in
the reasoner's knowledge base). In this case the resulting belief date is (0, 1), expressng the definite
conviction that the secretary will not come: thisis clearly aform of TF-nonmonotonicity.

On the other hand, if you learn that the secretary was feverish, again you notice that the Stuation is
exceptiond, so that the belief in the truth of the applicability goes to zero wheress the belief in the fa gty of
the gpplicability raises to 1, but your reasoning attitude is conservetive. In this case the resulting belief state
is (0, 0), expressing tota ignorance about secretary's coming: thisis clearly aform of AU-nonmonotonicity.

It isworth to note that this is not the only possible way to modd the impact of this information on previous
beliefs. For ingance, one could prefer a less drastic decrease of the belief in the truth of the applicability,
possibly associated to an increase of the belief in the falsity of the applicability.

This would correspond to an dternative view, where the new information is concelved as a source of
contradictory belief rather than of ignorance. We remark however that dso this different view can be easly
encompassed in our formalism, il yieding cognitively plausible results.

The smple example presented above concerns only some extreme reasoning cases. A detailed illustration
of the behavior of the formdism referring to a sufficiently ample set of nonmonotonic reasoning cases is
beyond the scope of this paper. We remark, however, that one of the most important features of the
proposed formalism isits rich expressveness, which alows the explicit and tailored representation of avery
ample range of reasoning situations, which could be hardly captured by most existing formaisms.
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